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DEFINITION OF VARIABLES AND SYMBOLS IN SECTIONS 1 TO 4

e General

2a Analysis

sub-script «

super-script /3

NN AN

x?

o«

]

i&j

ni

general atmospheric variable
pressure
temperature
potential temperature
westerly and southerly wind components
specific humidity
gas constant

specific heat of atmosphere at constant pressure

ratioR/Cp (but alternative specification of relaxation

coefficient in Section 1)

Coriolis parameter

ogservation points

grid point

surface variable

analysed or optimally inﬁerpolated value
background value

observed value

true value

geopotential height

optimal interpolation weight
root mean square expected error
root mean square expected error for variable x,

: B i
error i.e. x, - x
oK

ensemble mean

number of standard deviations of error allowed in
quality control
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A
oA,

Mgy )
a&b

c&d

| Be Assimilation

sub-script X (

A

number of standard deviations of error allowed i }ode 2.
quality control

radius of influence defining horizontal search area ’
pressure ratio defining vertical search extent

maximum number of observations selected for each grid
point position

-

maximum number of data selected for each grid point varia®

maximum number of pressure levels of each complete
observation from which data may be selected for each grid
point variable

adjustment factor for variables in data selection

error correlation function

model error correlation function for variables x and y
parameters defining model height error correlation function

parameters defining model humidity error correlation
function

parameters defining satellite temperature error
correlation function

horizontal distance between points = and ¥

angle between line of latitude at point « and the
line joining point « to point ¥

time

model level

vector of model variables

relaxation coefficient

assimilation increment for variable x
time step

grid length )
geopotential height

relaxation coefficient for hydrostatic temperature ~
increments

. - . - - . . -
relaxation coefficient for geostrophic wind increments

H(Ox,) hydrostatic temperature increment

L



Gﬁﬁx“) geostrophic wind increment

A(x“)

B(x,)

v

adjustment term of model equations
advection term of model equations

partial derivative with respect to longitude
partial derivative with respect to latitude
cosine of latitude
radius of Earth

K
(Ps/1000)
divergence damping coefficient

divergence damping term in model equations

P/Ps vertical co-ordinate of model
divergence
vorticity

phase speed of fastest moving gravity wave

N



1. INTRODUCTION

The new operational data assimilation scheme has evolved from a technique

first suggested by Lorence (1976) in the context of Observing System Simulation
Experiments. Observational data, or rather their differences from model values,
are interpolated to model grid points, and the resulting increments are used
repeatedly to correct the model as it is integrated over a so-called assimilation
period. This technique is in fact analogous to the dynamical relaxation methods
of Hoke and Anthes (1976) and Davies and Turner (1977), and is very similar to

a form of data assimilation described by Miyakoda et al (1978).

An opportunity to assess the method in a semi-operational environment was

furnished in 1979 by the First GARP Global Experiment (FGGE). An experimental data
assimilation scheme was constructed and, during the two Special Observing Periods,
global analyses of all model variables were produced at six-hourly intervals.

The scneme is described by Birch and Lyne (1980) and some of the findings from the
experiment are given by Lyne et al (1982). The results were on the whole
encouraging, and the decision was made to base the next operational data assimilation
scheme orn tne system written for FGGE, drawing on the experience gained during the

experiment.



2. GENERAL PRINCIPLES

The data assimilation scheme consists of two basic stages. The first, or
analysis stage, consists of the calculation of weights to interpolate the
observations to model grid points, and incorporates the automatic quality control
of the data. The interpolation of data has been found to be a very necessary
requirement for its adequate assimilation (Ghil et al 1979), and Lyne (1978) has ”
shown it to be more important than the second or assimilation stage. This consists

of using the interpolation weights to calculate corrections to the model values at

each time step of a model forecast. These corrections are scaled by a factor A

and then added into the model fields. Thus a value of A= O corresponds to a model
forecast, whilst A = 1 for one time step corresponds to a conventional analysis.

The correct value of M can only be adequately determined by experiment and

experience since the optimal choice depends on the data available and the scale

of the meteorological feature being analysed. Too low a value will lead to a poor
fitting of observations, whilst too high a value may excite large amplitude .
gravity-inertial '"noise". Lyne (1979) has analysed the process in a simplified

system and has shown that the factor A can be related to the relaxation coefficient

K of Davies and Turner (1977) and Hoke and Anthes (1976) by

A = KAtf1+K D t)

where At is the time step of the model.

In the new operational scheme, data are assimilated every six hours with all data
falling within three hours of the analysis time being assigned to that time.

These data are used to corect the model as it is integrated over the six hour period
from the previous analysis time, the resulting fields being the initial fields for

a model forecast or the next assimilation cycle. This system is depicted in

Figure 2.1.



TL~)analysis and assimilation stages are described in more detail in the following

sections. There are many disposable parameters in the scheme whose values may
change from time to time. In order that this note may be kept up to date more

easily their current values are specified in the Annexes rather than in the text.

Finally mention should be made of two problems which, although not the concern

of this note, give rise to operational difficulties. Firstly over areas of high or
rapidly changing topographic height, the model surface height may differ quite
considerably from that of an observing station. Surface data have then to be
extrapolated to the models surface, and low-level data may be used at inapporopriate
levels. This can give rise to significant errors. Secondly the analysis and
assimilation have to handle files which, as well as being large, also have
substantial variations in their record lengths. Thus the file of operational
interpolation weights can be of th; order of 3000 sectors long (1 sector is 512 full
64 bit words), whilst individual records can vary between 1 sector and lengths of

the order of 70 sectors. This can lead to inefficiencies in the use of conputer storage

and I/0 bound stages in processing.




- ] ANALYSIS

3.1 General Description

In the first or analysis stage, a method known as optimal interpolation

is used to calculate weights for the interpolation of observations to model
grid points (Gandin 1963, Rutherford 1972). Differences between observed
values and a background or first guess field are calculated at observation

points and are then linearly interpolated to model grid points.

x2 - xb = s W, 4T = x? ) (3.1)
g g A W | i

Here x is the variable to be interpolated, subscripts g and i refer to grid
and observation points respectively, and superscripts a, b and o refer to
analysed, background and observed values. Although eguation (3.1) is
univariate, optimal interpolation in its most general form can be
multivariate with the analysed variable being of a different type to the

observations (Lorenc 1981).

The analysis is optimal 1in the sense that the weights Wi are chosen so that
2
the expected error variance EZ of the interpolated value is a minimum where

2 2
E® o ( a _ t)
g <: xg xg 7

a2

et 5
b = o b 2

e PUEEY s 6D ] D (3.2)

A superscript t denotes the true value, £ the error and < > an

ensemble mean. It can be shown that the wi must satisfy the following set
of simultaneous equations, the number of equations being equal to the number

of observations used in interpolating to a model grid point.




2o WL SES BS>+<ED £V - LESEY - Kel &%)

- Ke? £;’>- A (3.3)

On the assumption that observations are unbiased and not correlated with

the background values, equations(3.3) reduces to
Ziug [ CES eI <V END]} - et ey (3.0)

where <£§ Ec; > and <£? E?) are the observational and background
field error covariances respectively. The expected analysis error may then
be shown to be

2

2
a b. %
EX = Eg & gwi <& i 5g> (3.5)

g

2 2
where Ez = <:<£ ; ‘> is the expected mean square error of the background field.

The quality control of data is performed in two stages. In the first, or Mode 1
check, data are compared to the model background field and any observations
differing by more than a critical amount from the expected error are flagged,

that is if
2 2
o b2 2 o b
(xi - xi) o n, i E; +E i] (3.6)
For wind data the vector wind error is the quantity checked.

In the second, or Mode 2 check, the observation is compared with a value
interpolated from surrounding data, and a similar criterion is used to determine
vhether it is flagged.

72 2
(xio - x?)2 ~ ng [ E? - Eg 3 (3.7)

In calculating the interpolated value x:, neither the observation itself, nor
data flagged in Mode 1 or by the synoptic data bank, is used. This Mode 2

check is the principal arbiter as to whether data is accepted or rejected,

though there is a facility for it to be overruled by the specificiation

10




‘) of a flag in the initial data sets. Note that although an observation may

be flagged in Mode 1, it can still be accepted if it passes the Mode 2 check.

Aspects of the analysis stage are described in more detail in the following
subsections, and an account of the principles used in the design of the
computer program and its structure is given in Annex 1. The formats of the

data files processed during the analysis are given in Annex 3.

3.2 Observational Errors

The root mean square observational errors E® are specified in a look-up

table and vary only with respect to observation type and with height. Values
are specified on standard pressure levels and there is no interpolation

in the vertical; the value taken is that of the standard pressure level nearest

the observation. Values of the error levels currently used are given in Annex 8.

3.3 Background field errors

The root mean square background field errors Eb are carried in a separate
data file and are specified on a coarse 50 latitude-longitude grid and on

six pressure levels in the vertical. Values are calculated at observation
points and analysis grid points by bi-linear interpolation in the horizontal
and by linear interpolation in log (pressure) in the vertical. Values on
pressure levels outside the range of those of the error data set are found by

extrapolation. Some of the values being currently used are given in Annex 9.

3.4 Mode 1 quality control

In order to perform both quality control checks, values of the background
fields need to be calculated at observation points. The background field is,
in practice, the latest available model forecast valid at the analysis time,
and this is a six hour forecast from the previous assimilation. Because the
model grid has a high resolution (see section 4), a sufficiently accurate
value car be calculated by using the same interpolation routines employed for

the background errors, ie bi-linear interpolation in the horizontal and linear=

11



in log (pressure) in the vertical. The differences between the

observations and these interpolated values can then be calculated, and,

with the previously calculated observational and background field errors,

the check in expression (3.6) can be made. .

Values of n, depend on the observation type, those being more liable to )
gross errors, that is errors which do not belong to the normal error

distribution, being assigned smaller values than those less likely to

suffer from this defect. An example of the former is an aircraft report,

whilst a radio-sonde ascent is an example of the latter. Current values of n,

are given in Annex 10.

3.5 Selection of data for optimal interpolation

Ideally all data should be used to interpolate to each grid point, this being
most important for multivariate analysis when the interpolated increments (x2x>)
can be made to obey constraints such as geostrophy and non-divergence in the .
wind field. Lorenc (1981) has described a scheme which approximates to this
ideal, but, in general, computing considerations dictate that some form of
selection of the best data must be made for each grid point. This is
particularly true in the context of this data assimilation scheme, otherwise

the file of interpolation weights generated for the assimilation stage would

be far too large. (See remarks in section 2).

Data are selected in two stages: firstly the nearest observations falling
within a certain radius of influence (Ri) are chosen, up to a given maximun
number (M1); secondly, for each variable at each level of each grid point,
the best data are chosen up to a maximum number(Mj). In this context an
observation is a reported observation such as an upper air ascent which may
contain many data e.g. wind, temperature and humidity data at several levels

in the vertical.



’ ) In the first stage of selection the horizontal distances between the
observations and grid points are calculated, and are adjusted by a factor

F of the radius of influence before the search for the nearest is made.
adjusted distance = actual distance + F x ki

The factorF isafunction of observation type, and the adjustment is made to
ensure that the more valuable multi-level observations, such as upper air
ascents, are selected despite the presence of many nearer single level

observations such as aircraft reports.

In the final stage of selection, the best data are defined as those which,
when taken singly, reduce the expected interpolation error EZ by the

greatest amount. However, to ensure an even distribution around a grid point,
at least one item of data is chosen from each gquadrant around the grid point,
provided such an item is present. In addition, to maximise the number of
independent pieces of information, a limit is placed on the number of
pressure levels (MB) from which data may be selected from each complete
observation. These pressure levels must lie within a certair distance of

the grid point level, this distance being defined in terms of a ratioc Rp.

Thus for selection

Iln(pi/pg)l < 1n Ry

The current values of all these parameters may be found in Annex 10.

3.6 Observational error correlations

The oobservational error covariances in ecuation (%.4) are exvressed as products

of root mean square errors and correlations

o o ) D10
. <£J £1> oy "‘j PJI Ei (3-8)

For most types of observations the error correlations are zero, only being
-

significant for several observations of a variable from a single instrument e.g.

¢




temperature errors from an upper air ascent and errors in satellite deri '

temperatures from a single instrument.

Observational error correlations are specified as analytic functions of
distance, and the observations which are currently assumed to have significant
error correlations are given in Annex 6 together with the corresponding &)

functions.

3.7 Background field error correlations

The background field error covariances in equation (3.4) are also expressed
as products of root mean square errors and correlations

~b ~b b b b
<5_j g_i> :Ej Fss B (2.9)

fnalytic functions are again specified for the correlations but are based

on a single height-height error correlation function

P By £) = exp (—ari§ b lng(pi/pj)) (3.10)

Y : : . ; i Eh : % As o :
where r_.j is the horizontal distance from the i to the j observaticn.
L

This function was chosen because it exhibits the correct qualitative
behaviour of the expected error distribution, and because it leads to a
positive definite system of simultaneous equations (3.4) ensuring non-
singularity. A single base function was used so that constraints such as
geostrophy could be enforced in deriving the error covariances for full
multivariate analysis (Lorenc 1981). The derivation of these functions is

given in Annex 7.

The auto-correlations of the primary model variables P, (surface pressure),

& ‘(potential temperature), u and v (westerly and southerly wind components)

and r (specific humidity) are given below.
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wnere cxi,is the angle between the line of latitude at point i and the line
1

joining point i to point j. The covariances are formed by multiolying the

correlations by the relevant root mean square error values, but to enforce

hyirostatic balance in the interpolated increments these need to be related to

trhe height errors as follows:

E(psi) = E(Z.)p

183
®si £5.12)
E(E, ) =P(¢i)(1OOO)K e
P. R {(2:13)
i
wnere Ts is the surface temperature, R is the gas constant and K is the
ratio of R to the specific heat at constant pressure Cn'
For geostrophy the wind errors have to satisfy
E(u,) = E(v,) = E(g,) 28
2 0 fl (2.14)

where fi is the value of the Coriolis parameter at point i

Although the wind and temperature errors in the background field error file
are specifi~d independertly, their values in middle and high latitudes car be
‘zcjusted through these relations to satisfy the constraints either exactly

or approximately.




The parameters a, b, ¢ and d which define these functions are themselves .

functions of position, and current values are given in Annex 10. However,

in calculating the weights for any one grid point variable their values

remain constant for each of the selected observation points. If this were o
not so, then the necessary condition of positive definiteness in

the simultaneous equations could not be guaranteed.

3.8 Mode 2 cuality control

With the observation to be checked taking the place of the grid point,
equations (3.4)are solved for the interpolation weights Wi and expression
(3.7) constructed. The values of n, again depend on observation type for the
same reasons given for the Mode 1 values, and the current specification is
given in Annex 10. All data are subject to this check, but only data which
passed the Mode 1 checkand were not flagged by the data bank are used in

i s a
calculating the interpolated value X

3.9 Calculation of the weights

he eguations (3.4), which are symmetric positive definite, are sclved by

=)

Gaussian elimination, and the resulting weights written to a file for their
subseguent use during the assimilation stage (see Annex 3 for the format of this
file). The weights are calculated at the grid points of the analysis grid which
do rot necessarily coincide with those of the background or model grid.

The current analysis grid is given in Annex L.

16



l';) ASSIMILATION

4.1 General description

In the final data assimilation stage the data, or rather their differences

from model values, are interpolated to analysis grid points using the

optimal interpolation weights calculated duringc the analysis stage.

These differences are then interpolated to the radel grid and are used to

correct the model at each time step of a six hour forecast ending at the

analysis time (see Figure 2.1). Annex 4 contains details of both analysis

and model grids. The integration scheme of the model is described in more

detail in a companion note (Temperton et al 1983 henceforth referred to as

FC), but for our purposes it is sufficient to note that it is split explicit

with three adjustment steps to each full advection step. The corrections

are calculated once for each advection time step, scaled by a factor A

and the resulting increments added in at each of the adjustment time steps.

Further increments based on geostrophic and hydrostatic assumptions are

calculated from these corrections in order to hasten the adjustment process

during the assimilation.

The assimilation equations can be represented schematically by
3 g ]

7O
Ax = ;l- Wk, <o)
e 1 g t

2 Atys = Alx,) +AAx 4+ xH( A x) + D (x,)

/ /
S = A(s A v+ H(L ;
= t+2 ot/3 _(’L t+ At/)) *A é_*'x.'.{.( .l)_ o Qd(l(_ t+ At 3)

' aif
A\

Es e A & it
z:'t P A% —_£t+2At /3) *)lq)( =l g( é_)ﬁ) fgd(\_

t+2A¢/3)

/
Xp. at= Bx

Nl Mot Sl W M S o N N N N N o Nl s N

t+At) +/B6 (Ax)
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5 h o)
where /A x are the corrections calculated from the observed values xi

and the model values at time t using the optimal interpolation weights
wi,and an under-bar denotes a vector over model points. A prime denotes
an intermediate value during the full advection time step At and the
operators A and B represent the adjustment and advection terms of the
forecast equations respectively. The term B also contains the physical
parametrizations. The additional operators H and G represent the
hydrostatically derived temperature increments and the geostrophically
derived wind increments respectively. Gravity wave noise generated by
local imbzlances during the assimilation process could cause initial
roughness in the subsequent forecast and this in turn could lead to the
rejection of good data in a subsequent quality control step. This is
controlled both by the standard non-linear diffusion of the model (see
FC) and by the addition of a form of divergence damping represented by the

operator D Current values of diffusion coefficients and of the scaling

d .

factors A Sl ard /3 are given in Annex 10. These

processes are described in more detail in the following subsections togzethe

with other aspects of the assimilation stage.

The final field of assimilation increments are Fourier truncated near tne
Poles to remove unstable modes. The companion note on the forecast model

(FC) describes this procedure and the reasons why it is nrecessary.

Ar. account of the principles used in the design of the computer program
and its resulting structure is given in Annev 2. Annex % contains details
of the data files presented to the assimilatior apart from the model fields

themselves. These are detailed in FC.

4.2 1Interpolation to analysis grid noints

At each full advection time step the optimum interpolation equation (3.1)
is used to calculate corrections at each analysis grid point. In this

assimilation stage the background value is replaced by the latest available

18




model value but otherwise the calculation is identical. Model values are
interpolated bi-linearly in the horizontal to observation points, and
linearly in log (pressure) in the vertical to the data levels. The
difference between observed and model values can then be calculated, and
the optimum interpolation weights used to form the assimilation increments

at the analysis grid points.

4.2 Intervmolation to model grid points

The =nalysis grid does not coincide with the model grid. This is to avoid
redundant calculation near the Poles where Fourier truncation removes
unstable modes from the model fields, and to introduce a degree of smoothing

irto the field of assimilation increments. Annex L gives details of the two

analysis grid simp i-linear interpolation in the horizontal and linear
lvsis gr simply by bi-linear interpolation in the horizontal and linear

interpolation in log (sigma) in the vertical.

L,L 3Specification of relaxation coefficients

crs the increments are added to the model values they are scaleg by the

ey

Be
relaxation coefficients AN in equation (4.1 ) which may vary with time,
location, nsight and model variable. The choice of suitable values is
largely the result of experimentation and experience, but the basic
prir.ciples determining their specification have been outlined by Lyne (1579).
Too large a value can lead to the generation of large amplitude gravity

wave oscillztions whilst too small a value results in data not bein
adeguately assimilated. Their optimum values depend on the scale of the

ure oeing analysed and the variable being observed. Current values

ey

e

W
ct

of N are given in Annex 10.
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4.5 Geostrophic wind increments

During the early development of this assimilation scheme it was found that é
mass data yere not always adequately assimilated when there were no supporting
wind observations. This could be explained in terms of geostrophic adjustment
theory which states that for most synoptic scales the mass field tends to -
adju;t to the wind field when they are initially unbalanced (eg see Daley

1980). This was particularly true for surface pressure data. To overcome

this problem geostrophic wind increments are calculated from the assimilation
increments of the mass field and, after being suitably scaled, are added to

the model wind fields after each full advection step. The scaling factor

in equation (L4.1) has a latitudinal dependence falling to zero near the equator,
and current values are given in Annex 10. Similar techniques have been employed

by other workers e.g. Kistler and McPherson (1975), Hayden (1973).

The geostrophic equations in ¢ co-ordinates are

(4.2)

N N N s N

where u and v are the westerly and southerly components of wind, f the Coriolis
parameter, .@ the geopotential, & potential temperature, and ' is
(PS/1OOO)K. P. being the surface pressure. The constant K is the ratio of

the gas constant R to the specific heat of the atmosphere at constant pressure
C_,a is the radius of the Earth, and @ and A are latitude and longitude
}espectively. The geopotential ésis found by integrating the hydrostatic

equation so that at level k

i

g, = RTEST . g, | ol
2k 6-: (4.3)

0]
O

m < ]
o calculste zeo

trophic wind increments the corresponding increment ecuations

can be derived for each level. 5




Avu:af::s¢(aA§k + Cpalae, B‘_ +Cp o, B, a7~> (b.b)

|

Ko
where terms of O(l&a) have been neglected. The finite difference

approximationsto these equations are given in Anrex 5.

4.6 Hvdrostatic temperature increments

To improve further the fitting of surface pressure data, temperature
increments are calculated by a formula derived from the hydrostatic eguation.
In pressure co-ordinates eguatior (L.3) becomes

) ¥ ] -

_.‘Jk-_-Js Re[P\* o +4

P, Y000/ P s

and with the addition of surface pressure and temperature increments

v

)”“—5l3+2E

L i +AI’
g, - [

S r A&
p R( )(_noo

k s

The hydrostatic temperature increments are defined as those which lead to no

change in the value of ¢ 2 vhen the surface pressure is incremented by !LPS.

(P AP i Ps -

N T A e iR B _J’ P R

1% R( 2+ 40 )oprsl o= s ; RO (3555 ) o
% P

2
If 0C( A %) terms are neglected this becomes

e ;1000

Do I
i k

Ar K o Xe o =
NS = ;\ JDS N A ﬂ) _og

It is now assumed that A€ is independent of the pressure p and that the

level k is removed to Py = 0. Then the hydrostatic temperature increments

S

are giver oy

A = KO o (4.5)

P
s
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e D 1 DA 9 ( 7)
5% = g [ 2 S IR

(4.7)

2% DA, - O (A, cosd)
St  acos@ [ ¢ qu A ,

where'f is the vorticity. Hence the divergence diffusion has no effect on

vorticity whilst damping the divergence.

The finite difference approximations for the damping terms are given in

Annex 5, and the current value of/M/in Annex 10. This value is restricted

by the stability criterion which may be shown to be

/u At(A:-Ce\

/

Where/At is the time step of each adjustment step, As is the grid length, and c¢

is the phase speed of the fastest move gravity wave. The damping is also

\
i applied during the six hour forecast which produces the background field
‘ for thne next analysis stage (see section Z).

|
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(“nnex 1 Design of the analysis program

q 1T General

The analysis program was designed to be flexible, easily modified and, without
significant loss of efficiency, to be used both operationally and as a research

tool. This was achieved by:

i. The adoption of OLYMPUS conventions and structure,
ii. The ability to handle a variety of data grids,

iii. Common code for both the quality control stages (Modes 1 and 2) and tne

calculation of optimum interpolation weights (Mode 3).
iv. Overlapping of I/0 with CPU processing.
Vie Packed format for the data files to save I/0 time (see Annex 3).

It was further intended to use standard FORTRAN wherever possible, but the
recuirement for operational efficiency and inadequacies of the early compilers
have resulted in extensive use of non-standard vector FORTRAN and special 'Q8'
calls. The . remaining code, including the control logic, is basically ANSI 1956
stardard, but features of ANSI 71977 FORTRAN have beern introduced as they have
become available in successive releases of CYBER 205 FORTRAN compilers. CYBER 205
extensions to standard FORTRAN have been used, in particular BIT and DESCRIPTOR

variables for data processing (but not program control), and also dynamic space

allocation accessed via DESCRIPTORS.

i The OLYMPUS svstem

The adoption of the OLYMPUS system on a vector processor has necessitated the
extension of its conventions. These are detailed below together with a brief

description of the existing conventions.

A1.1



hle A1.1 Analysis supplied OLYMPUS routines
Routine Number Description

LABRUN 17 Label this run (not used)

CLEAR V2 Clear all variables and arrays to machine zero

PRESETA 13 Set default values

DATA 1edt Read changes to defaults from input

AUXVAL i 1510 Calculate derived values

INITIAL 1:6 Initial calculations (Open data sets, read header
records, extract default values pertaining to datasets
and their derived values, and initialize buffers in
blank common)

START 1.8 Start the calculation

OUTPUT(1) 3.1 Initial output (not used)

STEPON 241 Advance the calculation (step through rows of data. If
Mode 1 or 2 do data checking, if Mode 7 do calculation
of optimum interpolation weights)

OUTPUT(2) 2.1 Printout from this step

TESEND L, 1 Test whether required number of steps completed

OUTPUT(3) 31 Final output (not used)

ENDRUN L,2 Close datasets, print message and stop. Cause dump if

error messages drinted.

The initial letters of variable names are used to distinguish where it is assigned

as well as its type.

The standard conventions are givern in table A1.2.

A1.3




( »ple a1.2 Standard OLYMPUS coding conventions

Description Type

REAL | INTEGER | LOGICAL

Variables held in A-H,0, L-N LL-NL
COMMON Q=Y

Subroutine dummy P K KL
arguments

Variables local to Z L IL

routine or program unit

Loop variables - J B

These do not contravene the default implicit typirg of variables by FORTRAN.

inlalal

The extension for the non-standard BIT and DESCRIPTOR variables available on the

CYBER 205 is analogous to the OLYMPUS convention for LOGICAL variables. BIT

variables have a B as the second letter and descriptor variables have D as the

second (or third for BIT DESCRIPTORS) and last letter. The latter refinement was

included so as not to conflict with 2 current Meteorological Office convention.

These conventions are summarized in table 41.2 where it can be seen they do not

contravene the standard OLYMPUS conventions. In practice most DESCRIPTOR variables

are local to routines.



('— ‘ble A1.3

Extensions to OLYMPUS coding conventions

Type

Description

BIT

DESCRIPTOR

Variables held |AB-HB,OB,

in COMMON {B-YB

Subroutine PE

REAL

INTEGER

BIT

AD....D-HD....D

ob....D,9D...D-YD...D

PD....D

77

ZDewio oD

LD....D-ND...D

KD....D

IDe eiasD

ARD...D-HBD....D,OBD....D

QBD....D-YBD....D

PED....D

ZBD....D

-

descriptions o

Y A
should

be consulted

assing at eacl step and
the icalenlats atvaack
sndé is gericted in the

. §

\n

flow charts figures A1.Z

AR "
COMMNON rathe

b |
pre

The corntrol
from witain
Srief

to AT.7.

documentation



Table A1.4 Analysis subroutines called from STEPON

¥ {
B
Routine Number Description
)
RDINFL 2:10 Reads INDEX and FLAG data sets using overlapped I1/0
" RDATA 211 Reads DATA, DOER znd DPER using overlapped I/0
RFG 2.12 Reads BACK using overlapped 7.0
-
RFE b Reads YFESDEG using overlapped I1/0
WDATA 2.1k Writes INCR,DOER,DPER &nd OBDATA using overlapped 1/0
WWTS 215 Writes WEIGHTS using overlapped I/0
VSWAP 2.16 Swvaps arrays and some buffers
VEX.TRCT 2.2 Extracts details of observations from compact formats of
INDEX and FLAG
GRID 2.22 Set up arrays of grid points for current dats band.
Points are observation noints for quality control (Mndes 1
and 2) and analysis grid points for optimal interpolation
-
(Mode 3)

Py BLWTS(n) 2455 Calculate bi-linear interpolation weignts to interpolate
oackground values (n = 1) or bsckgrourd error values (n =
to grid points

HINT(r) = 2.k Interrolate horizontally background values (n = 1) or
packground error values (n = 2) to gric roint positions

YIS 25 Interpolate vertically background values (rn = 7) or
oackground error vaiues (n = 2) to grid point levels

VOZZERR 2.2k Calculate observation errors for all data ir current band
from irternal tables

VECRN(n ) o Tormat observation errors (n = 1), incremernzs (r = 2} or
background error values (n = 3) into obsarvational data
set format (DATA) and copy to appropriate buffers

L]

VCEECK 2.8 Tlag data deviating by more than a2 certain number of

. standard deviations of . evpected error fre= nackgrouni

SI0RE e Calculate certain values for current data band




Table A1.4 (Con't)

Routine Number Description o

SELECT - Select nearest observations to a group of grid point
positions

SELDAT - Select best data from nearest observations for a group of
grid point variables, levels and positions

VBUILD - Construct the optimal interpolation equations for a group
of grid point variables, levels and positions

VSOLVE - Solves optimal interpolation equations (called from VBGILD)

VCHECK?2 - Interpolate observations to a group of (observaticn) grid
point variables, levels and positions, and flag data
deviating by more than a certain number of standard
deviations of expected error from interpolated values.

VFORMWT () z.26 Set up record header for current WEIGHTS record (r =-1),

3rd

sort weighte and pointers for group of grid point

r

(W]

(0]
oy
ot
m
o
(%)
(&N

variables, levels and positions (n = 0), cooy we
pointers in packed format to output buffer and reset

values in header record (n = +1)
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~*nnex 2 Design of the assimilation program

The code for assimilating observations into the model was designed as a separate
package to be inserted into a version of the forecast model which performs the
calculations on a row by row basis. This method of processing was adopted
because there was insufficient computer storage for the model, observations and

weights when organised on the fields basis of the standard forecast model (see FC).

The flow diagrams in figures A2.1 to AZ2.3 show the basic structure of the program
and brief descriptions of the subroutines are given inTables A2.1 to A2.3. All
the preliminary processing is performed in the CONTROL section where the entire
observations file is read and stored for future use. The subroutine CYCLE is then
called once for each timestep ard from within this routine all the calls to the
assimilation, physics and dynamics routines are made for each row of the model,
cycling from north to south. The I/0 calls to rezd the model fields at timestep
(n - 1), read the weights data and write the model fields at timestep (nJ,are also
performed within subroutine CYCLE. All these calls are staggered to allow the

appropriate number of rows to be available fcr each routine at the same time level.

Table A2.1 Assimilation subroutires called from CONTROL

Routine Description

HKCHECK | Checks start time is consistent with background data/tinme

~Anvem
CORET

al

)

(%

ulates numercus constarts to 2e used by subsequent routines

CYCLE

n

econdary control routine

INCTIM Calculates date/time of write-up




.

sble A2.2

Assimilation subroutines called from CYCLE

Routine Description

PHYSFIX Celled on first timestep only, zeroes rain. resets boundary deoth and
surface land temperatures

BLINT Bi-linear horizontal inerpolation of model fields to observation
points and linear interpclation in log sigiz to model levels.
Calculates observation - model differences at observational data
location.

OIINT Interpolates observation - model differences to analysis grid points
using optimal interpolation weights to zive assimilation increments

GRIDCHZ Vertical interpolation of assimilation increments from analysis grid
to model grid

GRIDCHX Horizontal interpolation of increments from analysis grid to model
grid along a line of latitude

GRIDCHY | Horizontal intervolation of increments fror analysis grid to ncdel
grid along a line of longitude.

GSTPRC Calculates gecstrophic wind increments

PHYSICS Control routine for physics package including reformatting from rows
toc fields

POLA4R Performs averaging for pclar rows

X
@
3

PTRADJ

Adas sczled assimilation increments to model fields and calculsates
and adds nydrostatic temperature increments

Adjustment step for surface pressure, potertial temperature and

3

umid:ty. Crlculate geopotertial and vertical velocity

-

Adjustment step for velocity components
First Lax-Wendroff step for potential temperature and numidity

advection

‘ry

iret Lax-werdroff ster for velocity component advection
b L T B . - . .
ii.usion  for potential temperature and rumidity

Diffusior for velocity components




Table A2.2 (Con't)

Routine Description

TRADV2 Second Lax-Wendroff step for potential temperature and humidity
advection

UVADV2 Second Lax-Wendroff step for velocity component advection

ASMDTAG Adds geostrophic wind increments to model field

Table A2.3

Assimilation subroutines called from PHYSICS

Routine Description
BNDARY Boundary layer parametrization

HELIOS Radiation routine

PHYSFILT | Filter of physics increments

RAIN Dynamic rain routine

SHOWER Convective rain routine
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Annex 3 Data Files

15 Description

a. Files input to optimum interpolation stage

| Name Contents
R INDEX Positional parameters of observational data
FLAG Data indicators, qu=lity contiol Lage and pressure levels of

observational data

DATA Observational data
BACK Model background or first guess
YFESDEG Model errors on coarse (5 degree) grid

b Files output from optimum interpolation stage

Name Contents
DOER Observational errors at data locations
DPER Model errors at data locations
. INCR Differences between observations and model values at data locations
FLAG?2 As FLAG but with quality control indicators set
3 ' OBDATA File formed by merging INDEX, FLAG and DATA together with the

weights and indices necessary to interpolate model fields to
observation points
WEIGHTS Optimum interpolation weights together with indices to locate

relevant data and grid points

Cs Files input to the assimilation stage (excluding forecast files)

)
) As output from optimum interpolation
WEIGHTS )

A flow diagram charting the interaction of the files with the analysis and

|
OBDATA
assimilation files is given in figure A3.1.

A3.1



2. Formats

i

All files have undefined record type (RT=U) on the CYBER, and where possible

-
-

indications have been made as to how the files may be supported on the IBM.

ae

Observational data files INDEX, FLAG and DATA

i Header records
L]

INDEX, FLAG and DATA share a common header record format which was
originally advocated to be adopted by all data sets. Because of this

many elements are not applicable to observational data, but are nonetheless
described here to emphasis the formats generality. The apolication of tnis

header format to the other data files is still intended in the future.

Each header record consists of five sections:
Fixed length header
Record length header
Integer header
Real header
Character header
These are contained in the first 2 sectors (1024 vords) of the relevant

CYBER data set, or in the first 5§ logical records of an IBM data set.

The fixed length header contains general information concerning the
contents of the data set and poirters to locate the sections. The

record length header is essential to enable the variable length records
of these data sets to be read by the concurrent I/0 subroutines of the
CYBER. The remaining headers contain information necessary to specify
the structure of the data e.g. grid definitions, or to describe the data
itself, e.g. plain language message in character header. Information
which is data dependent e.g. number of observations in data band, are not

held in the header, but within the records themselves.

In the following, each element of the header is a 64 bit word on the CYBER,
E -

a 32 bit word on the IBM, and on the CYBER the headers follow immediately

A3.2



one after the other.

Fixed length header

20 words long, all integers: Identifier T

Word Description

L

R Max. length of subsequent logical itz r2cords in words

I(2) Number of subsequent data records {# if not known)

I1(3) @ for variable length records, 1 for fixed length records
I(4) Type of dsta @ mixed
1 integer
2 real
2 character
v

L .alf word integers (not supported on CYBER)

5 half word reals (nu: suprorted on IBM)

G 6 binary (rnot supported on IBM)
) 1(5) Year (e.g: 1979) )
1(6) Morizn (1 to 12) ;
I(7) Day (1 to 21) ; Data time
1(8) Hour (0 to 23) ;
)
1(9) Mirute (C to 59) )
1(10) Year 2
I(11) Mor.tn é
1(12) Day 3 Validity time
I(13) Hour §
I(14) Minute g
1(15) Lergth of record length header (@ if none)
I1(16) Length of irteger header (@ if none)
. 1(17) Length of real header (@ if none)
: 1(18) Lerg:n »7 character header (£ if none)
1))

Spare




Record length header

I(2) words long:

L(1) to L(I(2)) to contain the length of subsequent records in words

Integer header

M(2) + 8 words long:

Word

M(1)

M(2)

M(3)

M(4)

M(5)

M(6)

M(7)

M(8)

M(9) to

M(8 +N1)

Real header

Mnemonic

LTYPE

N1

N2

N3

NVAR

NSVAR

NLEV

NLEVT

RKLOK(J )

Iden

5 + 2(N1+NVAR+NSVAR)+NLEV

Word

R(1)

“R(2)

R(3)
R(4)

Mnemonic

R1
R2
R3
Rh

A3.4

Identifier L

s

tifier M o
Description

Grid type, 1 for lat/long, 2 Gaussian,

3 guasi-homogeneous, 4 for 2 and 3 combinei,

@ reserved for observational data.

No of latitude rows

No of longitude points in each row.

(Minimum number for LTYPES 3 and 4, @ for

observational data)

-1, 0, +1 for stagger of LTYPES 3 and 4, &

otherwise

No. of multi-lievel variables

No. of surface variables

No. of vertical levels excluding surface, &

for observational data

Vertical level type, 1 for pressure, 2 for

sigma levels

No. of longitude points in each row. Not

applicable for observational data.

words long: Identifier R
Description
First latitude of grid
Last latitude of grid .
First longitude of grid

Last longitude of grid



.

Word Mnemonic Description

R(5) RS Not used at present

R(6) to ALAT(J) Latitudes of each row of grid points

R(5 + N1)

R(6 + N1) to FLON(J? Starting lonci*ude of each row of grid
R(5 + 2 N1)

R(6 + 2 N1) to SLAT(J) Stagger, in terms of grid length, of

R(5 + 2 N1 + variables in meridional direction with
+NVAR+NSVAR) respect to grid

R(6 + 2 N1 + SLON(J) Stagger, in terms of grid length, in zonal
+NVAR+NSVAR) to direction

R(5 + 2(N1+NVAR+

NSVAR) )
R(6 + 2(N4+NVAR+ ALEV(J) Vertical levels at which data occurs
NSVAR)) to R(5 + 2 excluding surface

(N1+NVAR+NSVAR )+
NLEV)

SLAT, SLON and ALEV are nct applicable to observational data.

Character header

No specification at present.

ii. Data records

The contents of these records have been arranged as vectors, and a
header section it incorporated at the start of each record to facilitate
access of the vectors. These vectors all start on 64 bit full werd

boundaries.

A3.5




INDEX data records (T'

The header section consists of 18 full word integers, the last 13

L7

of which give the start locations of the constituent vectors.

(These are the absolute locations of the first bit of each vector)

Word Mnemonic Description
1 NOBS No. of observations in record ie the length of each v

constituent vector.

2 LATF First latitude of data band (units 0.01°,
0 < LATF £ 18000, South Pole = 0)

3 LATL Last longitude of data band

4 LONF First longitude of data band (units 0.01°,
0 € LONF € 36000, Greenwich = 0)

5 LONL Last longitude of data band

The following 13 words contain the start locations (in bits) of the

constituent vectors relative to the beginning of the record. The

mnemonics and descriptions refer to these vectors. .
Word Mnemonic of vector Description of vector

6 IDENT 80 bit character identifiers

7 LAT Latitudes - 16 bit integers

8 LON Longitudes - 16 bit integers

9 ITIM Time displacement in minutes from

assimilation time + 16383 (0 £ ITIM £ 32766) -
16 bit integers
10 ITYP Cbservation type codes - 8 bit integers
11 IQUAL wuality indicators (range depending on ITYP) -
8 bit integers
12 M Scaling factors for reduction of errors - 8

bit integers
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Word Mnemonic of vector Description of vector

13 BITVARP Indicators to signify presence of surface
pressure (PS) in observation - single bit
indicators

14 BITVART Indicators to signify presence of
temperature (T) in observation - single bit
indicators

15 BITVARU Indicators to signify presence of velocity
components (u, v) in observation - single

bit indicators

16 BITVARR Indicators to signify presence of humidity ()
in observation - single bit indicators
17 LOBDAT No. of data elements in each observation - 8

bit integers
18 LOBPLV No. of pressure levels in each observation -

8 bit integers

Words 19 et seq. contain the constituent vectors.

FLAG data records

As in the data records described above, there is a header section of 17 full
word integers to provide the start locations in bits of the constituent
vectors. These vectors are of single bits apart from the last as

indicated. The data refer to all the pressure levels of each observation

arranged consecutively.

Word Mnemonic of vector Descripntion of vector

1 BITP Indicators for PS at each pressure level

2 BITT Indicators for T at each pressure level

3 BITU Indicators for u and v at each pressure level
b BITR Indicators for r at each pressure level

B BITCHKAP . Flags set during 1st quality control check <of

Pg (or by data bank check)

A3.7



.

6 BITCHKAT Flags set during 1st quality control check

Word Mnemonic of vector Description of vector

»

of T (or by data bank check)

7 BITCHKAU Flags set during 1st quality control check o
of u and v (or by data bank check)

8 BITCHKAR Flags set during 1st quality control check

of r (or by data bank check)

9 to 12 BITCHKZP etc Flags set during 2nd quality control check
13 to 16 BITFINP etc Final quality control flags
17 IP Pressure levels of observations (units 0.1mb) -

16 bit integers

Words 18 et seg. contain constituent vectors.

Notes: BITCHK1x flags are initially off except for data flagged by the
data bank.
BITCHK2x flags are initially off. -
BITFINx flags are initially on, unless intervention has insisted

on acceptance of data.

DATA cata records

The observations at each pressure level of each observation are arrangea
consecutively as 32 bit reals. The data zt each level is ordered accordéing

to the heirarchy PS,T,u,v.r. e.g.

OB, {0B. ol 0B, OE |
S G Jey 2 Sl b B 1,3+1,2 8 o5 b i
; s th ; bl
OBi 3.k contains the k  variable at the i~ level of the ith observation.
1 1
Different variables at each level are grouped according to thes M

above heirarchy.
B : S 2 R :
0b. v is the first datum of tne & ooservation and

is the first datum at level j.

A%.8



b. Observational data files DOER,DPER,INCR and FLAG2

DOER: DPER and INCR have precisely the same format as DATA.
FLAG2 has precisely the same format as FLAG

Ch Model files BACK and YFESDEG

The format of BACK is described in the companior note on the forecast model

(FB)s

YFESDEG

is Header record

At present YFESDEG has no header record, though it is intended that it
should be introduced with the same format described for the observational
Gata sets. Adoption of the header would enabie the following description

to be generalised.

ii. Data records

The modsl errors are specified on a 5 degree latitude-leongitude grid with
6 pressure levels in the vertical (5 for humidity). There are therefore 37
records for a gloval data set (row 1 being the North Pole), and 30 vectors
of length 72 in each record defining the errors at 5 degres intervals.

The first grid point of this coarse grid lies on the Greenwich meridian.
The veczors are all contiguous and consist of 64 bit real numbers. The

vectors are arranged in the following order:

iy L : SV .
o Ty whles Ty ey Hermlag Vil

where the levels 1 to 6 are 900 mb, 70C mb, 50C mdb, 300 mb, 100 mb and

50 mb respectively.



€

Merged observational file OBDATA

s Header record

This has the same format as that described for the observational data files.

ii. Data records

These records each contain 1 or 4 sub-records, and a header section is
incorporated at the start of each record to facilitate access of these
sub-records. The sub-secords all start on 64 bit full word boundaries
and the header section contains their start locations (in words) relative

to the beginning of the record.

Word Description

1 No. of sub-records (1 if no data, 4 if data present)

2 Start location of 1st sub-record (INDEX record)

3 Start location of 2nd sub-record (FLAG record)

4 Start location of 3rd sub-record (DATA record) i
5 Start location of 4th sub-record (BLWTS record) .

Words 6 et seq. contain the sub-records.

The formats of the INDEX, FLAG and DATA records have already been
agescribed. The BLWTS record contains the weights and pointers necessary
to enable model values to be interpolated to model grid points and is

described below.

BLWTS sub-record

This sub-record contains 8 vectors and a header section is incorporated

at the beginning to facilitate access of these vectors. The lengths

of the vectors are the same as in the INDEX record. The vectors all start

on 64 bit full word boundaries and the header section contains their .
displacement (in words) from the start of the sudb-record. Tne mnemonics

and descriptions refer to these vectors.

A% 10



Word Mnemonic of vector
1 IPRWS

2 IURWS

3 IPPTS

4 IUPTS

5 PAWTS

6 UAWTS

7 PBWTS

8 UBWTS

Notes:

€.

Description of vector

Model row of pTr point immediately to north of
observaticn - 16 bit integers

Model row of uv point immediately to north of
observation - 1€ bit integers

Model pTr point number immediately to west of
observation. - 16 tit integers

Model uv point number immediately to west of
observation - 16 bit integers

Distance in E-W direction to pTr point immediately
to west of observation - 32 bit reals

Distance in E-W direction of uv point immediately
to west of observation - 32 bit reals

Distance in N-S direction to pTr point immediately
to north of observation - 32 bit reals

Distance in N-S direction to uv point immediately

to north of observation - 32 bit real

The start addresses are in terms of displacements which are one less

than the locations used hitherto.

pTr and uv points refer to the stagger of the variables on the model

grid (see Annex 4).

'"Distance in E-W direction" refers to the fraction of a grid-length

in the East-West direction.

"Distance in N-S direction" refers to the fraction of a grid-length

in the North-South direction.

Optimum intervolation weights file WEIGHTS

s Header record

This record is 1 sector (512 words) long and contains the lengths of the

subsequent data records in words 101 et seq. The number of records et

(excluding the header) is equal to the number of rows of the analysis grid.

A3%.11
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It is intended that the more general header described previously should

s

eventually be adopted.

ii. Data records .

These records each contain O or 3 sub-records, and a header section is
incorporated at the start of each record to facilitate access of these
sub-records. The sub-records all start on 64 bit full word boundaries,
and the header section contains their start locations (in words) relative

to the beginning of the record.

Word Description

1 No. of sub-records (# if no weights, 3 if weights present)

2 Start location of 1st sub-record (GATHER record)

3 Start location of 2nd sub-record (SCATTER record)

b tart location of 3rd sub-record (WEIGHTS record) .
GATHER sub-record .

This sub-record contains 2 vectors and a header section containing the
start location (in words) of these vectors relative to the beginning of

the sub-record. Each vector starts on a 64 bit full word boundary.

Word Descrigtion
1 Start location of 1st vector (IROW)
2 Start location of 2nd vector (IPOINT)

The remaining words of the header section contain information necessary to

the deciphering of these vectors.

Word Mnemonic Description
3 MXSLDT Max. number of observational data that can

update a grid point.

CBe i NWLOC (i) Number of grid points updated by i '

(1 € i € MXSLDT) , observational data. o

Words L + MXSLDT et seq. contain the vectors.
a%.12



{ The organisation of the IROW and IPOINT vectors is the same and enables

the location of an individual item of data to be defined. An element of

the IROW vector contains the data row number containing the item as an
8 bit integer, whilst the corresponding element of IPOINT contains its
location within that row (i.e. the location in the relevant record «f trne

. DATA datz file) as a 16 bit integer.

The actual organisation of the vectors is rather complex to enable
efficient vector processing. Each vector is divided into MXSLDT
contiguous sub-vectors, the ith sub-vector giving the data locations for
those grid points which have i data updating them. Each sub-vector is in
h
turn divided into i contiguous vectors, the jt“ vector giving the
locations of the j“h data updating the grid points. Therefore the ktn
.th .th . :
element of the j vector of the i sub-vector gives the location of

the jtn datum updating the o grid point of that set of NWLOC(i) grid

points which have i observational data upcating them by cptimal

. interpoliation (see diagram below)
Jth f
i sub= vector (MXSLDT sub-
vector vectors)
> 4
e PR,
// i ~
o

.th
et 3 :
I g MEELQr sub-vector (i further vectors)

h
kt element of jth vector of ith sub-vector



SCATTER sub-record (' .

This sub-record contains 3 vectors and a header section containing

the start location (in words) of these vectors relative to the
beginning of the sub-record. Each vector starts on a 64 bit full z

word boundary.

Word Description

1 Start location of 1st vector (ANLEV)
2 Start location of 2nd vector (PSTAR)
3 Start location of 3rd vector (ISCAT)

The remaining words of the header section contain information

necessary to define the analysis grid points for the row.

Word Mnemonic Description

b RA3 Longitude of 1st point of analysis grid

7, NANLEV Number of analysis levels :
6 NANLON Number of analysis grid points .

Words 7 et seq. contain the vectors.

The ANLEV vector contains the ANLEV sigma levels of the analysis grid

as 32 bit reals. The PSTAR vector contains the NALON surface pressure
values of the background field as 32 bit reals. These two vectors

then enable the pressure levels of the analysis grid, defired in

the optimum interpolation stage, to be reconstructed (see section 3),
these levels being those for which the optimum interpolation weights are

valid.

The remaining ISCAT vector of 16 bit integers enables the analysis
grid point locations of interpolated values to be identified. It .
consists of MASLDT contiguous sub-vectors of which the ith consists of

NWLOC(4i) elements. Thus the k™ element of the it subsvector gives

the analysis grid point location of the kth grid point of that set of



NWLOC(i) grid points which have i observational data updating them

(see diagram below and refer also to description of GATHER sub-record).

.th '
0 sub-
vector vector (MXSLDT sub-
vectors)
7 s
S =
/ b3
b
’/ \
J J M J I
| )

kth element of ith sub-vector

WEIGHTS sub-record

This sub-record has no header section and consists of just one vector.
Each element of the vector is the optimal interpolation weight associated
with the item of data located by the corresponding elements of the
IROWand IPOINT vectors of the GATHER sub-record. The weights are stored
as 16 bit integers having first been scaled by 10000. The sign of the
weight is determined oy whether the last bit is on or not. Thus only

weights between 6.5535 and -6.5535 can be held in the file.

A%.15
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aex b4 Grids

There are four grids used in the data assimilation scheme and these are described
below. The first concerns observational data and can be regarded as a quasi-

random grid.

s 10 Data grid

Data are arranged in bands of 1%0 latitude width starting at tne North Pole.
Within the observational data files (see Annex %), the observations are
approximately ordered in terms of increasing longitude. This ordering is not
exact. Within each observation the pressure levels are ordered from the

bottom to top of the atmosphere. This ordering is exact except for, on
occasions, the bottom levels of an upper ascent, when surface data may occur at
a8 higher level than the lowest levels. This is due to extrapolation of data

to model orograpny (see remarks in section 2).

ii. Model grid

Model data are defined on a latitude-longitude grid of grid length Zﬁﬁb = 1.50

I . . '« P - 3 . .
in the North-South direction, and A A = 1.875 in the East-West direction.
Tne varizbles are staggered on what is termed the Arakawa 'B' grid. The
points at which the wind components are defined (uv points) are staggered half

e grid length South and East of the points at which surface pressure, potential

temperature and humidity sre defined (pTr points) (see figure AkL.1)

X X X X X pTr points row n
©) ) D) '0) uv points row n
X X X b A pTv points row n+1
< o o a) uv points row n+1
Figure Ah.7  Stagger of model variables in horizontal -
Ak



The first pTr row is at the North Pole and the first pTr point within
each row is on the Greenwich meridian. The data are defined on 15 sigma

levels in the vertical given in table AkL.1.

Table AkL.1 Model sigma levels

11 25
12 .19
13 +125
14 .065
15 .025

iii. Model error grid

-

The model errors are defined on a latitude-longitude gricd of )0 resolution in
both the North-South and East-West direction with no stagger of the wvariables.
The first row is at the North Pole and the first grid point within each row
is on the Greenwich meridian. The data are defined on € pressure levels in

the vertical given ir table AkL.2.

Ab.2



Table A4.2 Model error pressure levels
Level Pressure (mb)

1 900

2 700

> 500

L 300

5 100

6 50

iv. Analysis grid

The analysis grid is of mixed type. Between 50N and 505 it is a latitude-
longitude grid of the same resolution as the model grid. Poleward of these
latitudes, where model data is filtered during an integration, the grid is
quasi-homogeneous. The grid length remains 1.50 in the North-South direction,
but in the East-West direction it retains approximately the same resolution
as at SOO. sucject orly to the grid length being an integral fraction of 3600,
and the numoer of grid points being at least 16. The rumbers of grid points
in each row and tkeir latitudes are given in table AL.3. The variables are
not staggered, but tne first row is a half a grid length south of the North
Pole and the first point within each row is on the Greenwich meridian. Beczuse of
this, interpolatior. of increments from the analysis grid to the model grid
(see section 4.3) will remove two-grid length waves in the east-west

direction for wird increments and will remove two-grid length waves in the
north-south direction for increments of surface pressure, temperature and
humidity. Strictly this only applies between SON and 50S. In the vertical

the analysis grid has the same 15 sigma levels as the model grid.

Ak .3



Table Ah.é Numbers of grid points in each analysis row

and their latitudes

ar

Row No. | | Latitude| | No. of points Row No. | | Latitude| | No. of points

1 & 120 89.25 16 15 & 106 68.25 111 d
2 &'119 S7:75 16 16 % 105 66.75 118 .
3 & 118 86.25 20 17 & 104 65.25 125

L & 117 84.75 27 18 & 103 3. 75 132

5 & 116 83.25 35 19 & 102 62.25 139

6 & 115 81.75 43 20 & 101 60.75 146

7 & 114 80.25 51 21 & 100 59.25 153

8 & 113 78.75 58 22 & 99 57.75 159

9 & 112 77.25 66 23 & 98 56.25 166
10 & 111 75.75 74 2L & 97 gk .75 172
11 & 110 74.25 81 25 & 96 53.25 179 3
12 & 109 722:75 89 26 & 95 5175 185
13 & 108 71.25 % 27 & oL 50.25 191 :
14 & 107 69.75 103 28 to 93 | L 48.75 192

AL b



Annex 5 Finite Difference Approximations

a. Finite difference operators

Let “l,[/( A ,¢ : 0') be a field variable vhere '7\/{/) and o are the longitude,

latitude and vertical co-ordinate resvectively.

are defined as follows:

\f

5,V

SV = W(p ~ad/z) - YW

vo= [ V(A FAN/Z) + W —m/-x)]/z

15

P [y # rae/a) v W (¢ - D¢/ /2

where A’/\ y A¢)

b. Geostrophic wind increme

nts

The firite difference form of equations (4.4) is

Ce—A
S 3¢Ai§k

2
af

Bg -rATN{ 5= AL

o ,
where (cos # ) refers to the cosine of latitude evaluate at relevant u,v point of

the model grid (see Annex 4).

AS,.1

are the respective grid lengths.
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The finite difference operators

[W(a+ara) - V(n-ani) ] /an
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C. Divergence damping

The divergence D is defined as

D=_1 du + _d ( vcosf)

acos@ A o9

and its finite difference approximation is

-\
De 1 u + S¢v(cos¢) )

az COSBF

where (cosp)’ refers to the cosine of latitude at a pTr point.

The damping terms in equations (4.7) at each level are then |

aD SD

acos o= alcos@)”

|
b




P
"aunex 6 Observational error correlations

At present only temperature data derived from satellite observations (SATEMs)

are assumed to have correlated errors. The correlation function for these is

o defined as
. o 92
. -pYC.-q |1n(p. /p.)
. /Aij = e ij ' b

where Ggij is the angle in radians subtended at the Earth's centre by points i and j
and 1 and pj are their pressure levels. The constants p and q are defined in

Annex 10. No correlation of errors in the vertical for data from a single upper air
observation is assumed at present. This is only required if the maximum number of

pressure levels (M,) from which data may be selected from a single observation exceeds

‘ 3

| unity (see section 3.5 and Annex 10).
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Annex 7 ' Background field error correlations

Let.E:: be the background error for the model variable x, Ez its root mean square
value, and /i(xi.yi) the correlation between the errors of variables x and y at
points i and j respectively. Then equation (3.9) for the error covariances becomes

3

2 X y =X y

The functional forms of the error covariances between the variables of surface
pressure(ps), potential temperature (& ) and the westerly (u) and southerly (v)
wind components are all derived from the single height-height error correlation
function defined in eguation (3.10). This is achieved by enforcing hydrostatic and

geostrophic constraints on the error fields. Thus if @ is the geopotential height

P g )
Ei = - é:_l_ (isothermal atmosohere) )
Py * ;
e K )
£S - 1000F o “KImE; Nef )

i = )

:3?1 )
) (A7.1)

u )
S, e g
o2 0 DE )

f_ Av )
ST )

s g ;

P
E’i i) G_l 3¢5 )

£Od% )

wvhere x and y are local Cartesian co-ordinates, u and u_ the respective velocity

. Y
components, f the Coriolis parameter and G defines the degree of geostrophic balance
(ie G = 1 correspords tc cesstrophic balance). To enable the results to aprly in the

Equatorial region it ic assumed that the ratio G/f remain finite and non-zero in

that area.




The following formulae for calculating univariate covariance functions can then

be derived: .
P (Py_ g )
<£i E"j>_ PiPy <8'i f:J;?>(isotherma1 atmosphere) ) K
RT.T, )
. I ;
2, .¢ ¢ :
e g y 4 g )
<& €= 1000 K0(pips) O K&y 5;j 7 )
R2 ?)lnpi 3 1lnp. )
J )
)
“x £ s g B )
LEF £.%5= 6,6, D CE €; Y )
fifj 'byi Y3 i (A7.2)
)
2,8 -8
<cix EV. o6, JLELED ;
flfj ayi be )
r et el e o )
1 )
- 2 g ~Z
élb’ £J>' = =65, ) £EL 53‘,> ;
llfj bxib }'J ) '
)
u u )
V5T a6 %2ac0 o0
£7 &7 =068, 3%E; £5> ) ,
fifj Bxibxj )

If the pressure-pressure error correlations are confined to surface pressure then
tahe assumptiorn of an isothermal atmosphere is well justified. It is now further

assumed that:

g8 .50 » )
i i mi )
RT .

si )

: )
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: where the parameters a and b are those used in equation (3.10) defining the height-

height error correlation function. Note that specifying EY and E¢ from separate
statistics avoids specification of G and making assumotions regarding the degree of

geostrophic balance. The error covariances can ov bz derived as

CASARE AT R

2.
‘g

CEBESy 555"
g g BB TRy e, B

(=] =) © 9
4 cfi Ej) E [1—2b 1n (pi/pj):[ /u((di'@‘j)

N N N N N N N N N N N N N N N N N N N N

(A7.4a)
Yy o Y% u .u 271
CAE N s T {1-,:-3 (y. - v.)° (g, 8.)
b J 1 J b 1 J BV 1, J
¢ g B uy u uu
3 c Y . = E(x. -¥ Ay M (Z. .
L_i pj > <£1 E’j > 2a Ei j("i ).‘})(yl “\j)/ (’él'ﬁj)
- <,c J{j EUgY {—1_?' ke 21 >
> 1 J i _d(Xi J) ’1‘ //l ()Zi' gj)
i : : 2 z 52
! where M (ﬁ E ) is defined by ezuation (3.70) and rij - (xi—xj) - \yi-:J; L

To derive the covariances for the westerly (u) ané southerly (v) comporents of
wind refer to figure A7.1 where the local » axis is drawn along the line joiring

pointeoicandiss - de nban 2o v andeir. s or e

2igure a7.1
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Then the covariances are related by

Mo 1 u_u
<8:f,j> COSO(ij -COSOSi < Sixéjx> - sino(l-j Simgi <E’iyf‘jy>

u_ u qa u
. _ .
<€111£;> = coso&i:j sinos_i <£ix£jx> = 5in°§_'j CQS“ji <&1y£3 >

u u u u
<£v.£1;> sino&j;co_s«ji <éix£jx> - cosﬁgj Sin°‘ji<6ivvéjj>

i =
N Uy ux u u
Fi Vs & X% Cc Y ¥
L 515'7 = sine..," sinet. \Ci £ + cos¥ ., ccsOt..é‘f%J“—‘. D
J ¥ i J 1j : -

where D<i.is the angle between the vector E'ij and the latitude at point i. Thus

tre final velocity error covariances are

u _ puu - Sl i e o o )
<‘L—i£j> - Eiuj cas . C°S°Si[1 L TR 051(1—2wij/] /u(ﬁi‘)oj) )
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)
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\£:£j> Libj cos i3 CCSﬁsl[tarc(_LJ an j1+ (1-2ar ij)J /M('Zi,‘j) )

f the assumptions (A7.2) are not satisfied then the covariances defined in

(o

cuations (A7.4a and b) will not be hydrostatically or geostrornically linked.

Although the optimum interpolation is univariate (indeed only u-u and v-v error
correlationsare used equatorwards of 63 degrees), it is clearly possible to derive
multi-variate covariances irn a similar fashion. For completeness these are

detziled below:
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Annex 8 Observational error levels

.ot mean square observational errors are tabulated within the optimal interpolation
program according to observation type and pressure level. Values are given in Table
A8.2 where, since certain observations share the same error levels, the observations
have been assigned to groups. The composition of these groups is given in Table
A8.1, together with the type number of the observatic: as given in the vector ITYP
of the INDEX data file (see Annex 3). Surface data (i« data from a level which has
a report of surface pressure) are given their own set »f error levels in the table.
Data from an observation whose type the program does not recognise is assigned an

error level of 99. Data with this expected error level are ignored by the progran.

Table A8.1 Dats types and grouvs
Type No. Description Group
1 BOGUS A
2 TozHP B
3 TEMPSHIP B
L TENMPDROP (Drop-sonde) B
5 ROCOB (Kocket-sonde) B
6 KOCO5 SHIP B
7 PILOT B
8 PILOTSHIP B
9 SATZM D
10 Y0P z
11 SYNCPAUTO 3
1o SHIF (surface) C
15 ZHIFAUTO (surface) c
14 WS (surface) B
15 AIRZP B
16 COLEA (constant level pzlloon) I
a9 SRIZS (Ui Pring. oynes) g
28 SATCB F %
15 FAQR H
A 1




Table A8.2

Surface pressure (mb)

Observational errors

Group
als|lc|po|lEe|lr|a |H |1
1.0{ 1.7} 2.0 99| 99| 99| 4.0 [2.5 | 99
Potential temperature (K)
Group
Pressure level (mb) . 2 g - 4 5 . it B
Surface 99 991 991 991 99§ 99199} 9 9
1100 .8 | 1.2} 99{2.7| 99| 99| 99 |1.8] 99
1000 0.8 | 1.21 99(2.7| 99| 99| 99 |1.8] 99
850 U9 1 he3F ] 991251 99 1 99 }-9912.8¢ 99
700 1.0 | 1.4 9912.5]13.0 1 99 | 99 |2.1 99
500 Vo2 17150 9912:54. 3.0 'F 99 |»99 1 2.31- 99
Loo .31 1.6] 9912.0{3.51 99| 99 |2.4 99
300 141 1.71 .9911.243.51 99 | 99 {2.6] 99
250 1.5 1.8 1 99 1.8 4.0 } 99 %99 2.7 3.0
200 1:6.1 2.0 99418 {bk. 2 )00 T odloiol 2.6
150 1.8 1 2.1 992.1{L.7 | 99| 99 |3.2{ 4.0
100 2.3 L 20217994 2.4 5.0 1991 99 L Y& 5
70 3.2 | 3.6| 99[3.6(6.0 | 99| 99 5.4 5.0
50 3.7 | 4b.0| 99]5.0] 99 ‘99 99 [ 6.0 99
30 L.z | 4.6 99{5.1| 99 99| 99 |6.9] 99
20 5.0 | 5.2 9915.21 99| 99| 99 | 7.8] 99
10 6.3 | 6.3 99(16.3( 99| 99 | 99 |9.5| 99




‘'nd component (ms_1)

Pressure level (mb)

Surface

1100

1000
850
700
500

Loo

Humidity (gm/gm)

A8.3



midity (gm/gm)

Group

Pressure level (mb) A B Other
Surface 99 99 99
1100 .0012 | .0012 | 99
1000 .0012 | .0012 | 99
850 .001 | .001 | 99
s .001 | .001 99
R .0005 | .0005 99
400 .0003 | .0003 | 99
o .0001 | .0001 | 99
20 .0001 | .0001 | 99
200 .0001 | .0001 | 99
120 .0001 | .0001 | 99
i .0001 | .0c01 | 99
o .0001 | .0001 | 99
e .0001 | .0001 | 99
2 .0001 | .0001 | 99
0 .0001 | .0001 | 99
0 .0001 .0001 99

Note the error guoted

component wind error.

for wind is the compon

(=

nt

vector wind

e

v
4

Iror
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Annex 9 Background field error levels

Root mean square background field errors (or the model errors of a six hour forecast)
are tabulated on a coarse 5 degree latitude-longitude grid with 6 pressure levels

in the vertical (see Annex 4 for details). Clearly all these values cannot be
reprccéuc2c nere, and instead the maximum, minimum and mean values fa- <ach of the

variables on selected rows and pressure levels are given in tables A9.1 to A9.4.

Table A9.1 Surface pressure errors (mb)

Lat | Error (max/min/mean)

QON | 7.84/5.63/6.71

70N | 6.02/2.91/4.29

SON | 5.55/2.65/3.83
30N | 5.26/2.52/3.83
10N | 4.97/2.38/3.90

108 | 5.21/2.78/L.42
308 | 5.55/2.72/k.b2
505 | 6.34/L.01/5.36
70s | 6.79/4.88/5.81
90s | 8.95/6.43/7.66

A9.1



Potential temperature errors (K)

Errors (max/min/mean)

Table AQ9.3

o ! e

Lat
900mb 500mb 300mb
90N 3.07/2.20/2.63 6.69/4.80/5.72 9.07/6.51/7.76
70N 2.97/2.03/2.49 6.24/3.01/L.L4 8.61/4.16/6.13
50N 2.52/1.71/2.09 L .56/2.18/3.15 8.04/3.85/5.56
30N 1.51/1.02/1.26 2.48/1.19/1.81 4.50/2.15/3.28
10N 1.21/0.85/1.03 2.16/1.09/1.72 L.,03/2.04/3.21
108 1.21/0.872/1.05 2.36/1.20/1.91 L.18/2.12/3.38
305 1.55/1.07/1.31 2.07/1.51/2.45 5.00/2.45/%.99
508 2.95/2.12/2.52 5.46/3.46/L.63 7.67/4.85/6.50
70S 3.74/2.69/3.20 6.5 /6.L8/5. 24 8.LL/E.O5/7.22
90S 3.63/2.60/3.10 6.08/4.36/5.20 7.42/5.23/6.35
Wird comporent errors (ms™ ')
Errors (max/min/mean)
Lat
Q00mb £00mb ZCOmb
Q0N £.22/b.LE/S .22 11.46/8.22/9.80 12.L2/9.6L4/11 L8
70N €.40/L.37/5.36 11.36/5.49/8.10 13.55/£€.5L/9.66
SON 6.66/4%.51/5 .51 10.20/4.88/7.05 15 52/ 20344073
70N £.10/L.,472/5.00 8.439/L.07/6.1G 13.32/6.37/9.70
10K z.79/L ,07/k .06 8.72/L 43/6.97 14 . 11/7,16/11. 24
108 5+ 729/5445/5.05 9.57/4.85/7.74 14,63/7.62/11.83
208 6.28/4.25/5.31 10.53/5.1¢/8.39 14.80/7.25/11.79
508 7.79/5.60/6.65 12.21/7.72/10.34| 14.82/9.77/12.54
705 8.07/5.79/€.90 1%.38/8,4%2/9.%5 12.29/5.54/11.27
308 T2 /S.27/6.28 10.50/7.47/8.70 15.9847.88/9.39




A Table A9.h4 Humidity errors (gm/gm x 10
; .
Errors (max/min/mean)
Lat
A 900mb 500mb 300mb
i 90N 7.24/5.20/6.20 1:81/1.30/1.55 0.60/0.60/0.60
70N | 7.93/5.70/6.80 2.38/1.71/2.04 0.60/0.60/0.60
SON 14.63/10.45/12.48 | 2.98/2.13/2.55 0.60/0.60/0.60
20N 27.51/19.66/23.48 | 8.47/6.05/7.23 0.71/0.60/0.62
10N 31.51/22.51/26.92 | 12.38/8.85/10.58 | 1.41/1.01/1.21
108 Lg.1k/35.46/42.20 | 19.90/14.36/17.09| 1.57/1.13/1.35
308 3€.45/26.17/31.15 | 10.49/7.53/8.96 1.22/0.88/1.04
505 27.04/19.42/23.13 | 8.09/5.80/6.92 0.71/0.60/0.62
70S 16.18/11.62/12.84 | L.77/2.L3/4 .08 0.71/0.60/0.62
908 11.73/8.43/10.04 | 3.49/2.51/2.99 0.71/0.60/0.62
" Note that the wind error gyoted it the comporent error i.e. vestor wi
component wind error
g
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Current values of analysis and assimilation parameters

Table A10.1

Data selection parameters (see section 3.4)

Parameter Value Description
Ri €1% ¢f latitude Radius of influence
Rp 1D Pressure ratio defining vertical search extent
M1 20 Maximum number of observations selected for each
grid point position
M2 7 Maximum number of data selected for each grid
point variable
M1 1 Maximum number of pressure levels of each complete
observation from which data may be selected for
each grid point variable
F(i) Adjustment factors for variables
0.0 (i = 1 to 9) i = variable type, see table A8.1 for details
2.0 (i = 10 to 14)
240-€i =15, 16)
2:5 {3 =17,18)
1.0 (i = 19)
Tzble A10.2 %uality control parameters (see sections 3.L and %2.8)
Parameter Value Description
n1(i) 12 (i = 1) Number of standard deviations of
2 (i =2 to 8,10,14 to 16) expected error in Mode 1 criterion
2 (1:°29,17,12,13, 1501718 & 19)
n2(i) b (i = 1) Number of standard deviations of
2 (4. =02 2o 8.,10.1b4 & 16) expected error ir Mode 2 criterion
Gikat 9,99, 12, 18,15 1718 & 11g) -

A10.1




Table A10.3

Observational error correlation parameters (see Annex 6)

Table A10.4

= 400

= 1.83

Background error correlation varameters (see section 3.6)

Table A10.5

= 3.3 x 10 m_2 Zghuivalent to (550.4L406 km)‘i7

_12
=M

= _"
= B3 % B2 50
-3

Relaxation coefficients (see equation 4.1)

All values vary linearly in time from zero to final value given in table

Coefficient

Final Value

Description

0.125

0.3

0.0 between

30N and 308

0.075 levels 1 to 7
0.060 level 8
C.0L5 level 9
C.030 level 10
0.015 level 11

0.0 levels 12 to 15

relaxation coefficient for all variables
hydrostatic temperature increments coefficient

geostrophic wind increments ccefficient

A10.2
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: ‘Table A10.6 Damping and diffusion coefficients (see section 4.1 and 4.7)
3
°
L}
Coefficient Value Description
@ W 4 1 -1 : : g -
] KT 2x 10 m s K Non-linear diffusion coefficient for temperature
¢ Ku 2 x 1O1h m3 Non-linear diffusion coefficient for wind
Kr 2 x ‘IO‘”+ ml+ s_1 Non-linear diffusion coefficient for humidity
9 x 106 m2 s_1 Divergence damping coefficient during assimilation
-1
5 % 106 m2 s Divergence damping coefficient during six hour

decreasing to zero

forecast to produce background

fields




