SOME ASPECTS OF DYNAMICAL METEOROLOGY
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In the atmosphere there is a great variety of phenomena covering a
large range of scales. As well as being interesting in their own
right, many of these phenomena are important because it is necessary
to forecast their behaviour. This series of lectures will consider
the following eight.

Monday 27 Hurricanes (R W Riddaway)
Tuesday 28 Polar Lows (R W Riddaway)
Wednesday 29 Orographic Lows. (R W Riddaway)
Thursday 1 Tornadoes (R W Riddaway)

Friday 2 No lecture

Monday 5 Sea Breezes (R W Riddaway)
Tuesday 6 Blocks (R W Riddaway)

Wednesday 7 East African Jet (R W Riddaway)
Thursday 8 Monsoons (R W Riddaway)
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ror each of these the structure and possible origins will be
described. An indication will be given of how simple models have led
to an insight into the basic physics of the processes involved.
Finally there will be a description of how more sophisticated models
have been used to simulate the detailed structure of the disturbances.

Dr R W Riddaway
ECMWFE
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HURRICANES

de Introduction

Hurricanes are tropical cyclones with sustained one-minute winds of more than
64 kts. They form over the tropical oceans and are accompanied by violent
rotating winds and torrential rain. The typical horizontal extent of 2 hurricane
(as measured by the radius of sub-normal pressure anomaly) is about 1000 Xm,
although individual storms may vary within a factor of 2 of this. The average
radial extent of hurricane force winds is about 100 km, but gale force winds
may extend up to 500 km from the centre. The life span of a hurricane is of the
order of 1 week; however if the storm remains over the warm tropical oceans it
may survive for more than a month. Movement of the storms out of the warm moist
tropics into the more hostile environment of the middle latitudes is the main
reason why storms. decay.

2e The structure of hurricanes

The storms form from large scale disturbances that already exist over the tropical
oceanss Often the lower portion of these disturbances have a cold core, otut

then they develop warm cores = this change first becomes evident at upper levels
and is related to the release of latent heat in rain areas. The warm corec spreads
downwards and the total conversion to a warm core may take several days. Once

the warm core becomes established the chances of intensification increase.

.As intensification occurs the charactieristic ring of cumulus convection around

the vortex (the eye wall) forms and the strong winds form a tight band around the

.vortex centre. The intensification can be very rapid with maximum winds increasing

from 15 ms™l to 50 ms™* within 12-24 hours.
Now consider the structure of a mature hurricane.

(i) The eye and its wall

The eye is a calm cloudless region at the centre of the storm. It has a
diameter of between 5 and 50 km and only takes up about 5% of the storms
volume, Within the eye there is subsidence and this gives rise to high
temperatures and low pressures. Surrounding this region of light and
variable winds is the eye wall = here the winds are a maximum and thers is
vigorous convection.

(ii) Temperature

Outside the eye wall there are only small variations in temperature. The
nighest temperatures are found in the eye and the strongest gradients occur
through the eye wall., In terms of ancmalies (deviations from mean tropical
conditions) the largest values occur in the upper troposphere and the anromalies
decrcase downwards and outwards.

(iii) Pressure

Typical central surface pressures are about 950 mbe. In the low and middle
troposphere pressure decreases rapidly as the eye is approached and again
the strongest gradients are in the eye wall; only slight variations of

pressure with azimuth are found. At upper levels the horizontal pressure
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gradient decreases rapidly due to the large positive temperature anomaly

'%7.(27@) :%_‘?rz%];'<o

(iv) Wind »

Winds spiral inwards in a cyclonic fashion at low levels and there is antiw-
cyclonic outward flow at upper levels; in mid-~troposphere there is little
inflow or outflow. The strongest tangential winds are found near the region
of, maximum pressure gradient (L.e. near the eye wall). In the lower tropo—
sphere the winds do not vary much with height, but at upper levels the winds
decrease rapidly with height due to the strong positive temperature anomaly.
If there is gradient wind balance
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At low levels the flow is usually quite symmetric, but at upper levels the
flow becomes asymmetric and the outflow occurs in one or two anticyclonic
jets.'

(v) Vertical velocit&

Between the eye and about 500 km there is ascent with the largest values
occurring in the eye wall. Beyond this there is moderate subsidence in the
middle and lower troposphere.

(vi) .Cloud and precipitation

Cloud occurs mainly in the region of mean upward motion and the dominant
cloud form is Cbe. The convection is most intense in the eye wall and beyond
this most of the active convection is confined to intense cyclonically
curving squall lines known as spiral or feeder bands. Outside these bands
there are clear areas (moat region) with little or no intense convection.

In the outflow region the Cb generate a dense cirrus canopy.

Eye formation

One of the most obvious features of a mature hurricane is the eye. Kuo (1959) put
forward a saimple explanation of why the eye exists.

Consider an adiabatic frictionless vortex. Along a streamline the total energy,
absolute angular momentum and potential temperature are conserved. If ﬁbis the
stream-function then
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Since the absolute angular momentum is conserved the tangential velocity
increases as the radius deereases, But, since the energy is also conserved
cannot go on increasing without limite. Therefore the current cannot penetrate
beyond some small radius and so the current must turn upwards - this is the eye
wall,

If the inward flowing current starts from rest at a distance r; from the centre,
then it can be shown that a good estimate of the radius beyond which the current
cannot go (rm say) can be found as a function of r. and the ratio of the pressure
at the centre to that at rj (PC/Po say)e Values of T, 2long with the maximum
wind v, are given below

, gﬂ(km)
Po/Po W, (msl) 10°N 15°N 20°N
0.95 93.7 33.4 50,2 66.8
0.97 71.0 44.0 6642 88.0
0.98 58.0 53.8 81,0  107.6

These values are really too high compared with those observed, but when friction
is taken into account the values of r,, are quite realistic.

If this theory is correct the air inside the central core does not participate in
the circulation and the air would be calm., However observation reveal subsidence
in the eye - why is this?

4. The energetics

Kinetic energy must be produced to maintain the extreme winds against the dissipation
of KE by surface fricticn and mixing. This is done by converting APE to XE by
accelerating the air towards low pressure in the inflow layer. The store of APE

is maintained by diabatic heating.

If the KE equation is integrated over the storm volume (V) and it is assumed that
there is no flux of KE through the side boundaries, then

W = -¥ 2p - up\ 4V V. aV
2k v(rS’% u%_(g) 1LJ\rc‘ :

where A is the azimuth. The first term represents the conversion of APE to KE
and the second is the frictional dissipation. Consider the first part of the
conversion term. In the middle and lower troposphere the isobars are nearly
circular, and higher up the pressure gradient weak; therefore this part of the term
makes little contribution to the production of KE. Now consider the second part.
In the inflow layer — u and ©9f are positively ccrrelated, but in the outflow

layer the pressure gradient'sggéak. Therefore the main source of KE is in the
boundary layer. Since dissipation occurs both inside and outside the boundary
layer, the boundary layer must be a net source of KE. Hence a paradox — the surface
friction is responsibie for a net gain of KE and without friction a hurricane

could not exist.

Consideration of the production of APE shows that most of the generation is due
to the release of latent heat, but infra-red cooling in the surrounding air also
contributes. - X



5« Conditional instability of the second kind (CISK)

Disturbances can become hurricanes very rapidly and this suggests the release of
some kind of instability = such an instability was suggested by Charney and
Elliassen (1964) and Ooyama (1964) and has become known as CISK.

Budget studies have shown that the rainfall rates in mature storms are almost
balanced by the water vapour convergence in the lowest layers of the atmosphere.
This suggests that the large scale vortex and the cloud system act in such a way
that the clouds supply the heat required to drive the vortexjwhilst the vortex,

by providing low=-level water vapour convergence, organises and maintains the cloud
system,

Suppose we have a weak tropical vortex. Frictionally induced flow will develop

at low levels and where there is convergence moisture will be carried upwards in
cumulus cloudse The latent heat released will warm the inner portion of the vortex
and lower the pressure. The inward pressure gradient is then increased = this in
turn increases the inflow and the convection. This process does not go on
indefinitely because the temperature increases are concentrated at upper levels
and so the convective instability is reduced.

Now consider the problem of how to parameterise cumulus convection in a numerical
model. When the equations of motion are averaged over a grid square we get eddy
correlation terms that represent subgridscale motions such as convection. The
problem is then to replace these terms with virtual sources and sinks of heat

‘moisture and momentum. There are essentially two problems when convection is
considered

(i) What is the vertically integrated'heating in an atmospheric column?
(ii) What is the vertical distribution of the heating?

In most convéction schemes it is assumed that the vertically integrated condenzsiiizn
rate is given by the frictional convergence of water vapour (i.e, no water is
stored or transported away). The convection scheme of XKuo (1965) then assumes

that the heating at any level is proportional to the difference between the
temperature of a parcel undergoing saturated adiabatic ascent and the environment.
Physically the idea is that all the water vapour that converges in the boundary
layer is used to make clouds. The clouds then impart their properties to the
environment by instantaneous horizontal mixing. The physics behind these ideas

is questionable (they neglect environmental subsidence) but Kuo's scheme has been
used extensively in hurricane modelling as well as in NWP models.

6. Circularly symmetric hurricane models

'; Rosenthal (1971) did some experiments with a 7 level model that had a 10 km
horizontal mesh; the domain was 440 km. The initial conditions represented a weak

warm core vortex in gradient wind balance. The sea surface temperature was 256
higher than the initial sea level air temperature. The model developed a storm
with many realistic features (see Fig 1) and so a series-of sensitivity experiments
were carried out (see Fig 2)

(i) Strength of initial vortex - when the initial vortex was intensified
the storm reached its mature stage more rapidly because the frictional con-
vergence was increased and this in turn increased the convection,
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(ii) Water vapour content = entrainment of dry air by cumulus convection
suppresses the vertical development. Experiments carried out with moist

air (RH = 90%) in the middle and upper troposphere instead of dry air caused
the hurricane to reach maturity 48 hours earlier.

(iii) Drag coefficient (C) - when the. surface drag was increased the inflow,
and hence the primary source of energy, was increased; however increased drag
also leads to an increase in dissipation. During the early stages of the storm
the growth rate increased with C, but the peak intensity was inversely related
to Ce

(iv) Air-sea interaction — observations indicate that hurricanes only form
over sea with temperatures greater than 26°C; this suggests that evaporation
and the transfer of sensible heat must be vital. The explanation appears to
be that outside the main core there is subsidence of mid-tropospheric dry air
into the boundary layer. If there is not enough evaporation to raise the
humidity of this air before it reaches the inner convective regions then the
convective activity will be weakened. This argument suggests that evaporation
should be more important than the sensible heat flux and this was confirmed
by Rosenthal's experiments.,

(v) Non-developing experiments - overall he found that rapid storm
formation only occurred with a combination of high humidity, high sea tempera-
tures and small static stabilities, Small changes in any of these were
sufficient to delay or entirely inhibit cyclone developments.

Recently some interesting experiments have been carried out into the necessity of
having a cumulus parameterisation scheme. Yamasaki (1977) used a non~hydrostatic
model with a minimum grid-length of 400 ms He did not use a convection scheme and
found that the organisation of the model could be predicted by the model itself -
that is CISK can occur by the models internal structure. Rosenthal (1978) has
carried out an even more interesting experiment with a 20 km grid model that did
not have a convection scheme. In the initial stages of the simulations there were
small—-scale large amplitude features (as in earlier experiments in the 1960's),
but eventually non-linear effects managed to control their growth. The final

result was a realistic disturbance.

Te Asymmetric hurricane models

In these models the initial conditions are similar to those used in the symmeiric
models, but now asymmetri:s are allowed to develop. In some of the first experi-
ments Anthes (1972) used a model with only 3 levelsy; but the results are not
unlike those from more sophisticated models used later. During the integrations
two main asymmetrics developed (see Fig %

(i) In the outflow region asymmetric unsteady flow developed and most of
the flow took place in two anticyclonic jets (as in many real storms). Anthes
suggested that the asymmetries 're a result of the inertial instability with
the KE of the eddies derived from the KE of the azimuthal flow. However
Jones (1977) has argued that although inertial instability was present the
main effects are due to the release of barotropic instability.

(ii) The vertically integrated convective heat release show spiral rainbands
of the type found in real disturbances. These bands rotate cyclonically abtout



the storm centre and propogate outwardse. Anthes thought that these bands
were gravity waves and this was supported by Jones (1977) who thought they
were caused by barotropic instability near the eye wall,

Recently Willoughby (1978) has examined the behaviour of outward propogating waves
excited near the storm centre. He found that such waves did produce realistic
splrals. However for some eye diameters the period of the spirals was much too
small (tens of minutes rather than hours). This led Willoughby to consider inward
propogating inertia-—buoyancy waves excited on the storm peripherye. The small
initial waves then amplify into spiral bands as they propogate inwardse. Willoughby
claims that this mechanism can explain many of the deserved features of real spiral
bands.

So far we have only considered models of stationary hurricanes. To overcome this
restriction Jones (1977) devised a 3 level triple nested model with the two finest
nests moving with the storm centre. The results were encouraging and this led to
the development of a 12 level version (Jones (1980)) Following Rosenthals
suggestion a cumlus parameterisation scheme was not included. This model has
been used to study the formation of spiral bands (see Fig 4). He found that he
could reproduce spiral bands that propogated outwards at between 10 to 15 ms—1,
Such bands are found in nature, but the most commonly observed bands are much
slower and these were not reproduced.

Some of the outstanding problems are
(i) how and why do easterly waves develop into tropical storms
(ii) what causes the spiral bands

(iii) how does the vortex interact with the basic current

(iv) how to initialise models with real data so they can be used to make
forecasts
(v) how to modify hurricanes to make them less destructive
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T=90-282 Hours ~—— 9 Hour Intervals

Figure 13" Particle trajectories calculated over a 9-day period in an experiment. The three levels are la-
beled in millibars (approximate). All particles start in boundary layer except one, which is started in the
. middle troposphere. s 5 ; : l
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{ ; Convective Rainfall Rates 156 Hours

1 -9 cm/day
10 - 99 cm/day
EZ3 100 - 200 em/day
2 200 cm/day

Figure 3b Rainfall rates (cm/day) during mature, nsymmclric'slage.
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POLAR IOUS

l. Introduction

The Meteorological Glossary defines a polar low as "A secondary depression of non-—
frontal character which forms, more especially in winter, within an apparently
homogeneous polar air mass; near the British Isles the development is usually
within a N'ly or NW'ly airstreams. The chief characteristics of this type of
depression, which seldom becomes intense, are a movement in accordance with the
general current in which the depression forms and the development of a belt of
precipitation near the depression centre and along a trough line which often forms
on the side farther from the parent depression where also the pressure gradient
(and surface winds) is increased",

Despite this definition there apﬁears to be no agreement about exactly what con-—
stitutes a polar low. Mansfield (1974) defined polar lows as shallow disturbances
groving entirely within a polar air mass = this then excluded

(i) small surface lows associated with upper air troughs

(ii) small and initially shallow depressions that form on the boundary of
the polar air SE of Greenland, but which are soon seen to be as extensive in
depth and horizontal extent as normal mid-latitude cyclones.

" However Reed (1979) does not restrict himself in this way and the examples he

. considered are characterised by a mid-tropospheric vorticity-maximum that is seen
as a comma—shaped cloud pattern on a satellite picture; hence Reed does not exclude
deep systems. Here we will be mainly concerned with polar lows that have only a
limited vertical extent.

Polar lows (however defined) do not occur very frequently. Harrold and Browning
(1969) suggest that in the vicinity of the British Isles they occur once or twice
every yeare.  This estimate was supported by Mansfield who found that between 1960
and 1969 there were 43 outbreaks of cold air (defined in his context by air flowing
off.the ice sheet for 48 hours or more) which covered a total of 114 ddys. During
these outbreaks he identified 36 disturbances which occurred in 25 of the outbreaks
and of these only 13 reached the British Isles. »

Althoﬁgh polar lows do not cross the British Isles very often, when they do they
can create chaos because they sometimes produce large amounts of snows

Because of the lack of observations in the vicinity of polar lows there has always
been some doubt about how they form. .Originally it was thought that they formed
as a result of thermal instability as cold air moved over the warm sea. However
no detailed study was made until Harrold and Browning used radar to examine a

- series of polar lows; they found that the lows were associated with low level
baroclinicity. This prompted lansfield (1974) and then Duncan (1977) to do some
theoretical investigations to see if a saimple model of baroclinic instability
could account for the observed growth rate, wavelength and phase speed of the lows.
Their results confirmed the idea that polar lows are shallow baroclinic disturbances.
However Rasmussen (1979) argued that this is not so, and that the polar lows are
an example of a mid-latitude CISK phenomenaz. Finally Reed (1979) supported the
view that polar lows are caused by baroclinic instability, though he did think that
other processes could have a significant secondary effect. However he did not
accept that polar lows are necessarily shallow,




2e Structure

Harrold and Browning examined the structure of a polar low that crossed the country
on the 7 December 1967. In their analyses they used information from radio-sonde
ascents (winds, temperature and humidity) and from Doppler radar (horizontal and
vertical velocities). :

In order to examine the structure of the flows within the disturbance they used

the technique of isentropic analysise First the motion of the system is subtracted
from the observed winds to give the relative winds; this wind is then computed for
a variety of values of €, Next all the relative winds for a particular 6, surface
are plotted on a chart along with the topography of the surface. If it is then
assumed that

(i) 8, is conserved by a parcel of air

(ii) the structure of the disturbance does not change during the time taken
for a parcel of air to pass through the system

then streamlines derived from the relative winds are also trajectories,

Fig 1 shows a composite diagram based on both radar and 6, analyses. Clearly the
cloud and rain are associated with an ascending tongue of relatively warm air.
This slant-wise convection implies baroclinicity which was indeed found in the
observationse The organisation of the flows is similar to that found in large—
scale baroclinic disturbances. The velocity of the system was consistent with it
being steered with the winds at about 850 mb which suggests that the polar low was
associated with low level baroclinicity.

The origin of the polar low was also examined. They found that it formed in an
area of slack winds between Iceland and Greenland, and only moved into a2 N'ly

- airstream later. Soundings in the vicinity showed that convection was either

impossible or confined to low levels; there were no surface reports of deep
convectione This suggests that the lows did not form as a result of enhanced
small-scale convection. However there was appreciable low level barocliniciiy
prior to the development of the lows.

o = Theoretical studies of baroclinic instability

3.1 The Eady model

In this model it is assumed that
(i) the flow is quasi=-geostrophic
(ii) ‘the basic flow has a uniform vertical shear

G flz4i, with A:z9E--9 96
oz SEfo Qj

(iii) both the density and Brunt-Vaisala frequency are constant

: 'Jz:l_a_ 9_5 is constant
B ok
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(iv) . the flow is on a ¥ plane (‘F"'poa ‘@-.-O)
(v) the flow is adiabatic and frictionless

(v1) the flow is bounded above and below by rigid walls at 2= 0
and 2 =H :

It is convenient to write the equations in terms of the stream function \f;
the vorticity and thermodynamic equations then become

g b -7?
%T:+ v,. V3 %%(g,w) 0 5=V

-F.(’}_i ¥ + v, . VY 0%
2tz I az)

) : \_ng,.Dy«

Eliminating W between these equations gives the potential vorticity equation

gggufj,vi;o Skl g= ﬁ*pszfc?:z’%.(%l%!;)

This equation is now linearised about a basic state

V3 .._.\:Z.}.!, ol \1&/: '7-1;"'\/// N’LL'«'l» \Z:(a)o)

The resulting equation is

(& <3P §8 (5] 0

with Ci—J ._._’éi’: _ ’CDZ Q({, ZZ): lo) in our case

Assume that the perturbation has the form

\1‘" = R.{¢3(Z.) Q‘Cl.c(ac-t—t)}

Since C may be complex (C = Cot ".’C'L)

and we get : - -kb i
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Clearly kc is the growth rate and C. the phase speed. The stability is
determlned by the sign of €y, if ¢;?»0 we have instability, Substituting
for Lf in the perturbation equation glves

e
P4 k' - :
N" dz?
The boundary conditions are
w20 at 2z0 ~d 2:=H

In terms of <;> this becomes

—c,)alzé =0 acp
7

ot LH-c) d® -NO =0 2=H
(1o 1) 8 -1

The solution of the perturbation equation is

CP(Z) = ACDJL/@&Z_) + 8 S\'-\k(oéz) where o= Mﬂ;z
[

. Using the boundary conditions gives us A and B; we also get

e, + LU .ﬁ.]; FXE otk XM
g ST |

The flow can only Dbe unstable if there is a complex root; this occurs if

X=eH -{21 When this condition is satisfied there will be one growing
and one decaylng mode each moving with the speed of the mid-level. It can
also be shown that

(i) the maximum growth rate is 0,31 {o,}\_
N

(ii) the dominant wavelength is 3.9 H__/_\_/
Fo

3.2 A comparison between theory and observations

Mansfield examined the observations for the 8 December case and derived the
following quantities as being typical for the area where the polar low first
developed

H=z |- 6lean N> I.é,(loﬂ""s‘2 F.—.l:S,JD-?S'

28 =y nio™ *Clku giving Az bms [k
23



Using these he derived the characteristics of the Eady wave (see Fig 2) and
compared them with values estimated from the observations

Th, Obs

max growth rate (hours) 23 24

. dominant wavelength (km) 620 650
phase speed (ms-l) 6 6

Clearly the Eady analysis gave surprisingly good results considering the simple
nature of the model.

Mansfield thought that frictional effects could be important so he added a
friction layer. This ivas done by assuming that the effects of friction could
be adequately described by introducing a frictionally induced vertical velocity
at the lower boundary (Charney and Eliassen (1949) again). The results are
shown in Fig 3. The friction makes the waves grow less rapidly (especially
the shortest waves) and the maximum growth rate is shifted towards longer wave
lengths. This analysis suggests that in strong winds the development of polar
lows is retarded. I[lansfield also found that growth was retarded when the air
was travelling parallel to the sea isotherms. Hence the most favourable
conditions for the growth of polar lows is when there is a shallow baroclinic
zone coinciding with light surface winds blowing parallel to sea isotherms.
However it should be noted that Mansfield did not consider the effects of the
release of latent heat which could have important effects on the theoretical
growth rates, : .

Duncan (1977) tried to overcome some of the rather gross assumptions made in
the Eady model by using a model devised by Brown (1969). In this model

(i) vertical variations of static stability are allowed

(ii) the wind is allowed to vary both horizontally and vertically

(iii) the upper 1id is at 300 mbe.
Three different cases were investigated and it was found that in each one the
amplitude of the disturbance diminished rapidly with height and the growth by
baroclinic processes was mainly at low levels (there was no significant growth

by barotropic processes ). Comparisons were made between the observed and
predicted characteristicse.

Wavelength (km) Phase speed (ms-l)

obs model obs model
5 April 1968 1200 1300 173 i 8o
7 Dec 1967 1200 475 15.3 9.8
2 Jan 1965 800 650 17.0 J2.5
Error #150 +2.0

" Duncan argued that the poor result for 7 December could be explained by the

neglect of the horizontal variation of static stability.

Perhéps the most important aspect of Duncan's work is that it emphasised the
importance of low level static stability.
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4. Rasmussen's CISK theory

| In tropical regions the lower troposphere is usually conditionally unstable and
it is in such an environment that hurricanes grow. The CISK theory suggests that
the growth comes about by the co-operation between Cb convection and the large
scale circulation. In mid-latitudes the atmosphere is usually conditionally stable,
but when cold air flows southwards over a progressively warmer sea there is low
level conditional instabiliiy. Rasmussen (1979) argued that in such conditions
there may be mid-latitude CISK development leading to the formation of a polar low.
He constructed a simple model to see if this type of mechanism could produce
disturbances with the correct characteristics.

Rasmussen used a barotropic, quasi-geostrophic 3-level model that was linearised
about a constant N'ly flow; the growth rates and structure of the unstable modes
could then be examined. The effect of convection was included by assuming that
all the water vapour transferred through the top of the boundary layer condensed
immediately and that the heat was distributed throughout the atmosphere according
to some specified heating function.

Fig 4 shows the derived growth rates based on ascents at Long Kesh for the December
1967 polar low outbreak. Clearly the growth rates are sensitive to the way in
which the heating is divided between the two layers =~ unfortunately there is no
way of knowing how the heating should be divided. However the dominant wavelength
does lie in the range of 300 to 400 km. The structure of the fastest growing wave
‘is shown in Fig 5. DNote that over the surface low there is an upper high with an
“amplitude of about twice that of the low. “Rasmudsen could find no evidence of
this high, but he did put forward an argument for why that should be. He also
examined the origin of the polar low and found that it first formed as a lee vortex
to the south of Iceland. Once convection started in this vortex it would develop
due to the CISK mechanism and as it moved southwards the instability, convection
and growth rate would increase.

Overall the evidence for polar lows being a CISK phenomena is rather meagre. How-
.ever once the polar low has formed due to baroclinic instability it could be that’
the convection in the disturbance becomes organised and has some effect on the
subsequent growth.
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l. Introduction S RImII

The earths topography influences the atmosphere on a variety of scales. On the
largest scale the extensive mountain complexesysuch as the Rockies and Himalayas,
force quasi-stationary planetary waves whereas on the small scale hills, valleys
and even small undulations in topography cause variations in the boundary layer
flows In between these two extremes there are synoptic scale effects that must
be taken into account when trying to predict the weather. For example several
investigations have shown that a favoured place for cyclogenesis is in the lee
of mountain ranges (e.ge. the Rockies) or of isolated massifs (e.g. Greenland and
the Alps). Here we will be mainly concerned with the lows that form in the lee
of the Alps. -

Before discussing these orographic lows further it is important to make a clear
distinction between cyclogenesis and the formation of shallow semi-permanent lows
that form part of a high~low coplet when there is steady flow over an obstacle.
Here we will regard cyclogenesis as referring to baroclinic development leading
to a deep cyclone whereas the other kind of low can form in a barotropic flow.

26 Barotropic flow over topogréphy

2.1 The numerical approach

Kasahara (1966) considered the flow of an incompressible, hydrostatic inviscid
atmosphere over an isolated hill = such a flow is described by the shallow
water equations

Z A\
V=0 &
J |
4 - : :
periodic 6:%d < o, wW=18d. K mox height '
boundary 5 ' , D J f
conditions J’ ¥t Zlm |
V=0 4 ¥

= 35 *.-2

oY)

—— Ls724 ——»
3Nd l@naf’k d = 400 km

Initially uniform zonal flow was assumed
W=t V=0 12!} =0 glk> . '-4;§;
o Y 5

These conditions are solutions of the shallow water equations when there is
no topography. Therefore when the topography is introduced the wind and mass
fields are noﬁ in balance. 1



Fig la shows the results after 2 and 8 days when a constant f is used.
Initially a ridge forms over the obstacle with a trough in the lee. There-
after the ridge remains fixed to the obstacle but the trough is advected
downstream. However when f is allowed to vary by using a.ﬂ-plane approximation
a series of waves form as shown in Fig 1lb.

The behaviour of the flow can be readily interpreted by considering the
potential vorticity equation

d (’S_tf)-_o where D =h-ng

a3

::::::%; _E‘\\

A

Wheh-ﬁ has a constant value 4;, (€*¢;)/CD is conserved by a column of air.
Suppose that at A there is zero relative vorticity. As-the column of air-
approaches B stretching occurs and so C5+¥.) must increase — 8 then becomes
positive and the flow acquires cyclonic curvature. The air then ascends the
hill and the column shrinks. This causes % to decrease and eventually become
negative so that the flow over the top of the hill has anticyclonic curvature.
The air descending on the lee side then goes through the opposite sequence
and the final result is a ridge over the hill, However this does not explain
why a lee through first formed and was then advected away — think about itl

The behaviour of the flow when the ﬁ-pla.ne was used can also be interpreted
by using the potential vorticity equation (see Holton (1972) for details).

262 Some analxtical solutions

Buzzi and Tibaldi (1977) also considered flow over an isolated mountain.

In their case they were particularly concerned with the Alps so they felt
justified in using a constant . The equations they used were similar to
those of Kasahara, but they only.considered steady solutions of the linearised
equations, The effect of the topography was introduced in the usual way by
relating the vertical velocity at the lower boundary to the horizontal wind
and the slope of the topography. Surface friction was introduced by using
the Charney and Eliassen (1949) expression for the vertical velocity induced
at the top of the boundary layer by frictional convergence. Therefore at the
lower boundary

w, = W 3_534-'K.§ !
[-22

where K is related to the eddy viscousity. V¥ in the boundary layer.
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Introducing the horizontal wind scale ( a.> y the dynamical vertical scale(?*o)
and the horizontal and vertical scales of the obstacle (a and H) it is possible
to derive the non-dimensional perturbation eguationse. When doing this it is
found that the flow is described by three non-dimensional numbers = the Rossby
number R.= f? s the Ekman number E = i% . and the vertical aspect ratio
. He
3’: ﬁ e All the perturbation quantities are now expanded in powers of R,(R,,dj
]
For example

'

3 A BT iwn eow'hejw,....}

[V}

©

&o K,

These expressions are now substituted into the perturbation equations and it
is required that there is separate balance for each order of R, « For example
the non—-dimensional perturbation equation for the x-momentum equation is

R, WM v+ =0
CES 'ifé

and it is easy to show that

?—“(i"\ e V(L) \ ?5B£6)= 0 (;'-'—O,’;- A
o )

‘where it is taken that when a term has a negative index it vanishes. Once

the complete set of equations has been derived it is possible to compute the
solution for a given hill and basic flow to any desired accuracy.

When Ro«l and E20 it is only necessary to use L=© and ¢=| = this
is the quasi=-geostrophic case and a solution is shown in Fig 2. As might be
expected a ridge forms over the hill in accordance with the potential vorticity
argument, When friction is introduced ( R,<4<| and g =o[R’zJ> a marked

asymmetry is introduced into the flow with the cyclonic vorticity created in
the rear over—compensating for the anticyclonic vorticity created on the
windward side (see Fig 3)e The cyclonic vorticity is advected downwind, but
a part of the trough remains attached to the lee of the hill,

Fig 4 shows an actual case when there was southerly flow over the Alps. Buzzi

and Tibaldi argued that the existence of the lee trough suggests that friction

is important and that the position of the high on the windward side of the

Alps rather than over them is an indication that inertial effects are important
( Re4l ,but not small).

lee cxclosgnesis

36l Observational studies

Buzzi and ‘Tibaldi (1978) have studied in some detail the deep and rapid cyclo-
genesis that occurred in the lee of the Alps on 3 April 1973. This.casg is
typical of lee cyclogenesis and the surface developments are shown in Fig 5e



On 2 April a deep low moved eastwards across Northern Burope. The associated
surface cold front moved southeastwards and impinged on the Alps (as k- ke say).
The low level cold advection is retarded in the mountain region until most of
the cold air has started to flow round, rather than over, the mountain. This
produces a pronounced deformation of the low level thermal field which gives
rise to a small scale baroclinic vortex in the lee area (at k= bo+ 6 hrs),

The upper level vorticity advection associated with the movement of the planetary
scale trough is only weakly slowed down and eventually it reaches the genesis
region ( Exko+ 12 hrs). From then on the cyclone develops and becomes more
vertically coherent (it may extend throughout the troposphere); at the same
time the horizontal scale of the vortex grows. The vortex then drifts away
from the lee region and undergoes the "normal" development of mid=latitude
disturbances., :

In the upper air a cut—off low forms in the vicinity of the mountains and it
appears that the main effect of the mountains is to cause the'cut—off low to
form in the lee of the Alps rather than downstream.

Now consider in more detail the initial formation of the lee low. Using the
definition of geostrophic vorticity and the hydrostatic equation we get

_a_s. % _@ VQT hence _9_5 < UZT

A Py f 02
In the lee of the Alps the thermal deformation causes V2T<O and so S increases
towards the surface producing a low level cyclonic circulatione This in turn
advects warm air from the SW and this enhances the deformation of the thermal
field. There is now cold air descending in the western lee area and ascent
on the eastern edge of the obstacle = hence there is a baroclinic eddy with APE
being converted to eddy kinetic energy.

362 Numerical modelling = idealised simulations

Egger (1972) made the first significant attempt at using a numerical model to
simulate cyclogenesis in the lee of the Alps., He grew a baroclinic wave in a
channel and allowed it to impinge on a mountain barrier that resembled the

Alps. The blocking effect of the barrier was enhanced by having vertical walls
with the wind speed normal to the barrier set to zero. Egger showed that it

was possible to produce lee cyclogenesis and his diagnostics revealed the
importance of the vertical variation of advection and the horizontal deformation
of the thermal field. The importance of the arc-shaped barrier was investigated
by replacing it by a straight one;j it was found that the new barrier did not
cause cyclogenesise :

Buzzi et. al, (1979) carried out come similar experiments but they grew both
the baroclinic wave and the mountain. Using achannel model they allowed a
perturbation to develop on a baroclinically unstable current. After 96 hours
it has a large amplitude and it was then that they grew an arc-shaped mountain
in front of the advancing cold fronte. A control was also run in which the
ground remained flat,

Fig 6 shows the experimental rune At Ep = 96 hr the baroclinic wave had a
realistic structure. During the next 24 hrs a high-=low perturbation formed
near the Alps and by k,+ 24 hr the cold front reached the top of the Alps.
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Cyclogenesis then started and by Eo+ 36 hr there was a closed circulation
throughout the lower troposphere. Clearly the cold front has slowed down,

but cold advection continues to the SW and NE of the mountains. Further
deepening occurred during the next 12 hrs while the low remained stationary;
the cold front continued to advance around the side of the Alps and fronto-—
genesis occurred in the NEs By ke+ 60 hr the lee cyclone drifted away from
the lee region and began to fille At 500 mb development continued and a
closed circulation formed. This occurred about 24 hours after the surface
low first formed whereas in reality it takes 6 to 12 hours. Straightening
the mountain range only had the effect of slightly weakening the cyclogenesis.

A detailed study of the vertical velocity field revealed a two stage evolution
of the initial disturbance.

(i) The prefrontal SW'ly flow is forced to descend at A and rise
at B

’[ A

(ii) The front moves over the mountain, but slower than in the
secondary regions. This causes the thermal advection field to become
correlated with the existing vertical wvelocity field; APE is then
releasede:

363 Numerical modelling = real dafa simulations

Both Bleck (1977) and Tibaldi and Janjic (1977) have tried to model the
3 April cyclogenesis. They used completely different models, but both found

that

(i) the models predicted the cyclogenesis in the right place with
about the correct intensity.

(ii) both modelé failed to develop the 500 mb cut—off flow.

Messinger et. al. (1979) have used a more sophisticated model with a high
resolution, time dependent boundary conditions and physical parameterisations.
In the case they studied they found that the cut-off low did develop. However
a cut-off low formed in almost the same place even when there were no mountains.
The time dependent boundary conditions and parameterisations modified the
cyclogenesis but were not essential for it.



4e Conclusions

Both the observational studies and numerical simulations emphasise the three
stages of lee cyclogenesis

(i) deformation of the thermal field due to orographic blocking causes
a low level disturbance to form

(ii) this disturbance triggers baroclinic instability that causes the
disturbance to deepen rapidly

(iii) developments aloft, which are initially independent of the low level
changes, came into phase with the low level vortex and cause the disturbance
to grow both vertically and horizontally.

This means that the scale of the changes in the flow brought about by the topography
are on a larger scale than the topography itself. '
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TORNADOE

1. Introduction

Tornadoes are narrow vortices with violently rotating winds which extend from the
parent cloud down to the ground. The very low pressure in the vortex leads to
condensation of the subcloud moisture so that the vortex appears as a narrow clcud
protruding from-the base of the cloud and reaching down to the ground. Sometimes
the tornado does not reach the ground so there is a suspended funnel cloud. Nearly
all tornadoes rotate cyclonically although it is thought that anticyclonic ones
may occur. Tornadoes are very destructive, but fortunately only occur in less
than 17 of thunderstorms in the U.S.A. However this still represents about 700
reported tornadoes.

Most tornadoes are small and are on the ground for only a few minutes = they cause
light demage along a path that's typically 60 m wide and 2 km long. These tornadoes
form on the right rear flank of severe thunderstorms where new convective cells

are continually developing (the pseudo-—cold front caused by the rain-cooled cdown-—
draught).

The most severe tornadoes (consisting of about 5% of those reported) are responsible
for most of the destruction. They may exist for several hours and create damzge
paths many hundreds of metres wide and several hundred kilometres long. The
maximum winds are in the range 75 to 110 ms~! and the pressure drop is in excess

of 100 mb. These tornazdoes develop under the updraught of massive rotating thunder—

‘storms (often called tornado cyclones or mesocyclones). Unlike the more common Ci

which have a multicell structure, these storms have a single intense updraught in

~the form of a supercell. Also in these storms dry air enters the system at mid-

levels, is cooled by precipitation, and then flows cyclonically around the updraught
as it descends. It is thought that the shearing region separating the updraught
and downdraught may provide a suitable vertically orientated vorticity source for
tornadogenesis.

For tornadogenesis we require a source of ambient rotation and a driving mechanism
for concentrating it.

24 Observational studies

Burgess et. al. (1975) used Doppler radar, along with extensive photographic
evidence, to investigate the 1973 Union City Tornado. The radar gave digital
velocity measurements inside the parent thunderstorm and they related these to the
observed position of the tornado. They found that the tornado position was marked
by radial velocity maxima of opposite sign between two radar range gates of
adjacent azimuth (the gates were about 1 km apart). This large shear has become
known as the tornadic vortex signature (TVS) - see Figs 1 and 2.

The study of the TVS showed that it originated in storm mid=levels and descended
progressively to lower levels reaching cloud base coincident with the appearance
of ‘the funnel cloud; after touchdown the tornado and TVS moved together. As the
tornado shrank and decayed the TVS decreased at all heights, and after the tornado
had dissipated the TVS was no longer detectable.

Tnis evidence suzgests that the tornado is initiated from above by convergence of

" existing cloud circulation - it is likely that the large accelerations associated

with the cloud updraught are responsible for the convergence.



3. laboratory models

There have been a number of experiments designed to generate concentrated vorticity
in rotating tanks. In each case vortices are produced by using a driving force
operating over a limited region of the axis to concentrate vorticity from the
initial state of solid rotation. Turner and Lilly (1963) used a water tank and
the vortices were driven by the drag exerted on the fluid by gas bubble released
near the axise They found that vortices were only produced within a certain range
of rotation and bubble rates.

Care must be taken when trying to interpret these experiments in terms of atmospheric
tornadogenesis., For example in the experiments there are lateral walls, forced
axial updraught and no condensation. Also it was found that the Rossby number
(defined in an appropriate way for vortices) was much too low in the experiments,
Despite these problems Leslie (1971) constructed a numerical model in order to try
to simulate and understand the laboratory models. $

4. A model of tornadogenesis — Ileslie (1971)‘

To simplify the problem Leslie got rid of the buoyancy variable by having a body
force term in the vertical momentum equation. This was kept constant and was only
non-zero in a narrow region around the axis of rotation. Initially the fluid is
solid body rotation and then the body force is imposed at k=0 ; the equations are
then integrated forward in time until a steady state is reached.

-When there is no rotation the steady state streamlines show that the body force
draws liquid from all parts of the bottom half of the tank (sece Fig 3a)e. Now when
the tank rotates the streamlines crowd together along the axis showing strong axial
flow (see Fig 3b); note also the strong boundary layers at the top and bottom that
control flow into and out of the vortex. The zonal velocity (Fig 3c) shows that
over the tank there is cyclonic flow whose intensity increases towards the axis
with a maximum of 20-30 times the rotation rate of the tank.

The evolution of the stream=function reveals that the vortex grows dowmward — the
explanation is as follows. When the body force is turned on the fluid in the region
of the body force coverges. Angular momentum is conserved so the converging rluid
increases its relative cyclonic vorticity.. The fluid continues inwards until there
is a local balance between the centrifugal force and the radial pressure gradient.
At levels where balance is achieved further radial entrainment is inhibited., How=—
ever entrainment is possible further down and so the vortex extends dowvnwards until
it reaches the lower boundary. Here cyclostrophic balance is no longer possible
due to the friction and so an intense eyallow inflow layer forms. The interaction
with the boundary causes accelerated amplification because the bottom boundary
layer can support a considerable pressure gradient = hence there is a reduction in
pressure throughout the core and a strengthening of the vortex.

' The formation of the vortex depended critically upon the strength of the body force.
If it was too strong balance was never achieved whereas if it was too weak balance
is obtained after only a small radial displacement and a concentrated vortex never
forms,

These experiments provide some insight into why tornadoes grow downwards and why
only a fraction of apparently suitable storms produce tornadoes.




5 Effect of low level rotation — Smith and Leslie (1978)

In the previous experiment there was always a sufficient supply of ambient low=level
rotation so that whenever a vortex formed it always extended down to the lower
boundary. However the most severe tornadoes form beneath a severe storm where the
only source of ambient rotation is aloft in the storm itself. This led Smith and
Leslie to examine the effect on tornadogenesis of the distribution of low level
rotations They used a similar model to that developed by Leslie, but altered the
boundary conditions to that

(i) air could enter or leave the cylindrical domain through the lateral
or upper boundaries :

(ii) a swirling velbcity could be imposed over a portion of the side
boundaries
A i “:9_\_{ :9_»_3_:0
22 %z
A \\thjl , }*
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When h = 1.5 km was used (no ambient rotation below this height) the vortex developed
downwards but as this happened the vortex was fed by air with less and less

rotation until cyclostrophic balance could not be attained at any radius. The
vortex cone then terminates aloft and there is a steady suspended vortex (see Fig 4a
~and 4b)e When h = 0,75 km was used the vortex extended dovm to the ground (see

" Fig 4c and 4d) and compared with the h = 1.5 km case the vortex is narrower and more
intense. Reduction to zero had little further effect other than to make the vortex
stronger. These experiments provide an explanation of why not all pendant funnel
clouds evolve to the tornado stage.

The results described here are encouraging, but problems remain. The body force
used (chosen by trial and error) is much larger than might be anticipated in a
thunderstorm; also the lateral extent of the model forcing is too smalle Another
problem is that the body force acts along the axis and this ensures axial upflow.
In reality there is some evidence of axial downflowe.

6. More realistic simulations — Smith and Leslie (1979)

So far all the models have used a body force to simulate the effects of the large
updraughts. However it hasn't been possible to determine a realistic body force
" from buoyancy data so there is some doubt about whether the buoyancy field in a
real storm could produce tornadces in the way the models do.



To investigate this problem Smith and lLeslie (1979) extended their earlier model
so that the thermodynamic and moisture equations were included. Water vapour was

allowed to condense to form cloud liquid water which carried aloft in the updraught
(i.e. no precipitation). Initially the air is at rest and the potential temperature

and humidity distribution were such that there was conditional instability. Then
a potential temperature excess of 2°C was imposed over a cylindrical region in the
centre of the domain and during the subsequent integration air passing through the
porous side walls acquired a swirling velocity. In the early stages of the

integration tHe temperature pertuebation initiated motions that released the cone—

ditional instability and a cloud formed. As the cloud updraught became established

it acquired rotation and vortex development ensued.

The vortex developed in a similar way to those in previous simulations with the

vortex growing downwards and eventually reaching the ground. However now the vortex

was also advected upwards so that the vortex extended over the full height of the

computational area. This is consistent with the TVS which only varies slowly upwards
and reaches heights of at least 10 kms As the imposed swirling velocity was increased
the vortex became weaker and broader and the penetration of the pendent funnel cloud

decreased. This happened because the increased swirling velocity increased the
centrifugal force and so allowed cyclostrophic balance to be achieved at large rad

Te last thoughts

Any theory of tornadogenesis should explain
(i) their downward growth

(ii) the rarity of the event compared with the frequency of occurrance of
vhat appear to be suitable thunderstorms

(iii) the rarity of tornadoes compared with the frequency with which storms
produce pendent funnel clouds.

The theories described here appear to explain all of these. However we have not
considered how the meso-scale rotation is generated on the cloud scale.
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BLOCKING

1. Introduction

A block is a stationary high pressure cell that persists in a region where
westerly winds are usually found. The anticyclonic circulation extends throughout
the troposphere (indicating the barotropic nature of the flow) and the cell is

warm in the troposphere and cold in the stratosphere. There are two main types of
blocks

Meridional type Diffluent type

The meridional type is essentially a single ridge of very large amplitude. This
type tends not to persist although it may turn into the diffluent type which is
~ the most common and the usual configuration for long lasting blocks.

The position of the atmosphere affected by a block varies a great deal. Short
lived blocks (lasting about 1 week) appear localised whereas more persistent blocks,
such as the one in 1963, affect the whole of the troposphere and stratosphere.

2+ - Some statistics

Rex (1950) investigated the statistical behaviour of blocks. In his work he used
a strict definition of blocks that excluded large wave like perturbations in the
zonal flow (nowadays the definition of blocking has been relaxed). Some of his
results are as follows ;

(i). Fig 1 shows that there are two preferred geographical locations =
one in the Pacific and one in the Atlantic. Later work has indicated that
the position of the Atlantic blocks varies more than shown and that the range
of . Pacific blocks should be shifted about 20° westward. Nearly twice as many
blocks occur in the Atlantic as in the Pacific.

(ii) Fig 2 shows the marked seasonal variation with a spring maximum and
summer minimum; there are also substantial variations from year to year.

(iii) The time scale of the blocks ranges from several days to over a month;
the most frequent duration is about 2 weeks.



(iv) The blocks have a characteristic variation in position. In the
initial phases the blocks tend to retrogress, but in their final stages they
move eastward.

Taljaard (1962) has examined blocks in the southern hemisphere and found that they
are quite frequent in late winter and early spring especially in the region 135°E
to 160°W. However they are less frequent than in the northern hemisphere and do
not last as longe.

3e The interference of planetary waves

Since blocking is a planetary scale phenomena it is reasonable to examine the
relationship between the behaviour of planetary waves and the incidence of blocking.
Therefore Austin (1980) examined the phases of the long waves at 500 mb for a
"normal" January chart. The results are shown in Fig 3. There appear to be two
main areas where the waves interfere constructively

(i) 0°=40°E, 50°-60°N = waves 1 and 2
(ii) 140°w, 50°N - waves 2 and 3
These two regions correspond to where blocks usually occur and so, for example, it

is possible that blocking occurs in the Atlantic sector when waves 1 and 2 have
normal phases but unusually large amplitudes. Now if wave 1 is large (as it is

_usually in winter) it would interfere destructively with waves 2 and 3 in the PaCIflC

and so in winter we would expect more blocks in the Atlantic than Pacifics

Using this evidence Austin set doﬁn the wave number signatures for blocking

1 2 3
Atlantic large large small
Pacific small large - large
Both lérge large large

Austin illustrated here ideas with a case study. Fig 4 shows the amplitudes of
waves 1 to 4 during January 1968 when there were two Pacific blocks. At the start
of both periods of blocking wave numbers 2 and 3 were large and wave number 1 was
small; also there was rapid growth of wave number 1 at the end of each block.

Austin examined the behaviour of wave number 1 in more detail., She found that

during January there was a stationary wave number 1 and also a retrogressing wave |
of slightly larger amplitude; the block occurred when the travelling wave was 180°
out of phase with the stationary wave. It was suggested that the travelling wave

_ was associated with the stratospheric warming that lasted from 17 December to

14 January. The stratospheric easterlies that existing during the warming would
trap wave number 1 in the troposphere. However after the breakdown of the warming
the winds would become westerly and there would be upward propogation of wave
number 1, This might then produce the desired retrogressive wave number 1.

Austin examined 6 cases of major stratospheric warmings and found that in 4 cases
Pacific blocking occurred at the end of the warming. A link between blocks and
warmings was also suggested by Labitzke (1965) who found that Atlantic blocks tended
to form about 10 days after the commencement of minor stratospheric warmings.




4. Bvidence from GCM's

Now consider the effect on blocking of changing the forcing that produces the
planetary waves = this forcing is associated with orography and land-sea surface
heating contrasts. Kikuchi (1971) examined the blocks that formed in a 150 day
perpetual January integration of a quasi-geostrophic 2 layer model. He did 4
experiments with different combinations of forcing and found that

(i) when both forcings were included he got the most realistic results
(ii) the second best results were with topography alone

(iii) when only differential heating was included he did not get the correct
distribution of blocks with longitude

(iv) when neither forcing was included some blocks still formed although
they did not last long (on average about 1% dqys). ;

The last of these results contradicts the conclusions of Everson and Davies (1970)
who found that blocking only occurred when zonal variations of surface heating
were included. However this inconsistency may be due to Everson and Davies not
regarding a block lasting only 13 days as a "true" block.

Mansfield (1981) has investigated the incidence of blocking in the 5-level model.
He considered 77 forecasts each lasting 50 days. Because the model produces so few
normal blocks, Mansfield relaxed the definition of blocks still further and
considered only interruption of the 500 mb flow spanning at least 15° of latitude
in mid-latitudes (note no splitting of the jet was required). He then examined

the distribution of these blocks in both the model and real datae.

- The distribution of blocks month by month are shown in Fig 5& The model distribution
was similar to that observed although the model frequency was only about % of what

it should be. Differences between the actual distributions given by Rex and Mansfield
are mainly due to the different definition of a block that were used. FigSbshows

the geographical distributions of the blocks and again there is remarkable agreement
between the model and actual blocks.

iy Interaction of a topographic wave with the zonal mean flow

Consider barotropic non-divergent flow on a channel.ﬁ-fﬂane; the governing equations
for such a flow is

%:\72\,# + T (Y DAL+ I’%BH"’) = ~eV-+V

where vbis the stream function, Hathe topographic height, H the scale height and
: ‘F‘.‘..F, 4-/@ « The two terms on the RHS represent linear damping and some kind
of vorticity forcing. The use of variations of this equation has a long and honourable

history. Charney and Eliassen (1949) used a steady linear version of the equation
(with™/'= 0, a constant zonal wind and a prescribed meridional variation in h,) to

study the response of the atmosphere to variations in the zonal topography. ey
found that they could reproduce the main features of the climatology of the 500 mb
surface; in particular the ridges in the Atlantic and Pacific which coincide with

the favoured regions for the development of blocks.



Charney and de Vore (1979) examined the steady state solutions of the non~linear
problem using a severely truncated spectral model., With a judicious choice of
topographic and vorticity forcing they found it was only necessary to use 3 sets
of eigen functions

oo Joicos F o2 Qennx siay F: 2sianx sin
A ke r = T b Ei

They then used just one topographic mode F; s and the vorticity forcing \f
1 was defined in terms of F’ only. The solution Y is then

\IL L{’AF"'L{’KF‘ +LPI-F

and by using these in the original equation they obtained equations for Vq ’ Hh;
and « Setting the time derivations to zero gave the equilibrium equations, and
from these they derived a cubic equation for\JK o« When this gave just one equili-
brium solution it was always stable, whereas when there were 3 of them it was found
that for first mode perturbations (r\:l) two were stable and one was unstable.
However this was not necessarily so for the second mode where one of the stable
modes became unstable for sufficiently large zonal forcing. Therefore there was

a range of forcings for which two equilibria exist. Fig 6 shows the stream function
for the two steady states when favourable forcing has been chosen. Note their
similarity to a low index and high index cycle. .

6 Interaction between topogranhically forced waves

Egger (1978) proposed that under favourable conditions the non-linear interaction
of forced waves with slowly moving free waves could lead to the development of
blockse To test his ideas he used a barotropic non-divergent spectral model with
topographic forcing. The forcing induces standing waves whereas the free waves will
be Rossby-Haurwitz waves with a phase speed given by

C = a—é_z

where kmA is the total wave number. Egger argued that blocking occurred when the
speed of the westerly flow W was such that €2 © for some of the travelling waves;
these waves were then stationary with respect to the surface forcing and resonance
occurse

* o
It is instructive to follow Egger's argument. Let HL 9"*f be the eddy stream

function. If there is no wave-mean flow interaction then the behaviour of the fluid
is described by

'BB_GVZ%* + 3‘*(% DAL+E) * .];*__1_(1 %"’f\f

where W is the constant zonal wind.

* :
We now represent HP by a double Fourier series with mode (nqm) given by

\F:A = L,L (c)' Ced QImx s.,.n__ggul-L{/M,\(s) Sm.?_n__.:g s.ng




Here L and B are the length and breadth of the beta=plane with Lf‘,.MCC) and (.14‘,\“,\(5>
the Fourier coefficients. The total wave number and amplitude are given by

&is 2 1 i = 2 2
ma " LFTT ( %iz, + ﬁ5%22;> 5 Liw&x' 1 9

| Younl = [ a0 + al) ™

3 s i 1:~represents the mountain forcing for mode (M./\-) then the amplitude of the
resulting standing wave can be estimated from the steady linear version of the
prediction equation

]\_{zsl e 'Tmn'
[ Bk,: gl

Now consider what happens if two forced standing waves (f',S) and (‘:,L) of about
equal amplitude l‘-{'sl interact non-linearly. There will be a transfer of energy

to modes (rt E, St ) and it can be shown that the mode (Pf‘)_) that grows most
rapidly has a wave number kP‘L such that

2 2
kl"sz < k/’q, < ku.

This excited mode will be advected by the mean wind and influenced by ﬁ ; therefore
it will be a free Rossby wave with phase speed CP‘Lgiven by

C'N.-: o - é"
P4

For there to be a significant non~linear response for mode (PI‘L) it must be almost
stationary with respect to the forcing so that Cpg must be small. This will happen
if Whas an appropriate value. Then waves (I7$ s, (k,L) and ( "1»-) will form a
triad with almost stationary phases and large amplitudes.,

The argument becomes a little clearer if we see how Egger set up his experiment.

He prescribed forcings T, (c)and [3(($)which will give rise o corresponding
standing waves \Jy(C)and ‘-}43‘(5) e These waves interact non-linearly and excite
modes (4,2) and (2,2) with most of the energy being transferred into (2,2). There=
fore we want (2,2) to be the third member of the triad, and this must be stationary
with respect to the forcing. Consequently (L is chosen so that Cj; is zero (i.e.

G = Bk

Fig T shows some results of integrating the barotropic equations (without wave-mean
flow interaction) in a channel, By day 25 a blocking high became established with
a realistic horizontal extent and life~time (about 15 days). However it should be
noted that the variability of the channel flow-was low with the major features
staying in the same place during the development of the blocke It was found that
blocks did not form when one or both of the forcing modes was absent. The inclusion

of wave-mean flow interactions gave more realistic blocks, but there was little
further improvement when a two=level baroclinic model was used.



Metz (1979) has integrated the non-linear equations on a sphere with realistic

topography and a constant zonal winde. During the 100 day integration several
blocks formed (especially in the Atlantic and Pacific); an example of such a
block is shown in Fig 8.

Te Conclusions

Clearly there is still a great deal that is not known about blocks and there is no
agreed theory of blocking. The primary importance of topographic forcing is
accepted, but there are a variety of theories about exactly which type of inter—
actions are responsible for the formation of blocks. There does appear to be a
relationship between blocks and the breakdown of stratospheric warmings, but this
requires much more investigation. Also it is necessary to understand how blocks
are maintained once they have formed =~ in fact Austin has made an attempt at
investigating this problem,

The way forward now is to do diagnostic studies of real blocks and.of those which
form in GCM's to try to understand the dynamics of th se systems.
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LOCATION OF BLOCK INITIATION
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Streamfunction fields of the stable first mode eguilibrie of a
topographically forced flow. (a) and (b) for the spectral model;
(c) and (d) for the grid point model. From Charney and DeVore,

J. Atmos. Sci., (1979).
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THE EAST AFRICAN JET

X
</

l. Introduction el

The existence of very strong winds near the Somali coast in summer have been known
for some.time, However it was Findlater (1969) who first showed that these winds
were part of an extensive circulation that originates in the southern hemisphere and
crosses the equator as a narrow low level jete. During the northern winter the
current is just a feeble feature in the southern hemisphere, but later it expands
and strengthens, and reaches its maximum development in July. It is then a major
current circulating around the western periphery of the monsoon region. In fact
Findlater has estimated that in July it could be responsible for about half the total
low level cross-ecquatorial flowe.

In the monsoon season the jet is typically about 500 km wide and 2 to 3 km deep as
it crosses the equator. The jet has a mean speed of about 12 ms~l tut surges in
excess of 50 ms™l have been found.

It is thought that the existence of the jet is comnected with the barrier effect
of the East African Highlands. However, as far as is known, there is no equivalent
cross—equatorial flow over South America or Indonesia despite the high topographic
barriers in both these regions.

2e Observational studies

2.1 Mean flow pattern

The mean sea level pressure field is dominated by the southern hemisphere
subtropical high (the Mascerene High) and the northern hemisphere Monsoon
Trough ~ see Fig 1. In the southern Indian Ocean upstream of Africa the
isobars show a high degree of zonal asymmetry. However near East Africa there
is a ridge in the southern hemisphere with a trough to its north.

Fig 2 shows the mean monthly airflow at 1 km as described by Findlater (1977).
The origins of the main flow lie in the SE Trades ti the north of the Mascerene
High; the Trades have typical speeds of 5 to 10 ms™ . As the East African

coast is approached the jet turns northwards and crosses the equator as a strong
S'ly flow with a maximum speed of about 15 ms—=l at an altitude of 1.5 to 2.0 km.
The flow is laterally bounded by the East African Highlands. Further north the
jet leaves the coast at about 10°N and heads eastwards towards India (the SW'ly

Monsoon).

Fig 3 shows the cross—section of the jet during July (from Findlater (1969)).
This illustrates why the barrier effect of the East African Highlands is
thought to be the cause of the jete The jet maximum is about 200 km to the
east of the edge of the high ground (the mountains are typically 2 km high).

Usually there is a marked inversion at about 3 km in summer and this can be
thought of as acting as a flexible 1id on the flow,

242 The transients

There appears to be at least 3 ways in which the behaviour of the EAJ varies
from its average conditions

(i) the jet can be fed by air originating to the east of Madagascar
or by air flowing up the Mozambique channel = there are day to day
. variations in both the position and strength of the jet

(i1) the current can be multi-cored



3e

(iii) there is a diurnal variation in the jet with the minimum wind
occurring when the surface heating is a maximum (about 1000 Z) and
the maximum winds occurring in the early morning (about 0500 7

Analysis of the vertical velocity in the jet shows that in the core there tends
to be ascent with descent on either side. Therefore there is often cloud and
rain along the jet axis.

Models of the EAJ

3.l A one-=layer model

Most theoretical studies of the EAJ have used a one layer model with reduced
gravity. In this model the bottom layer is forced by some means whereas the
upper layer (above the inversion) is unforced and inactive — that is the pressure
gradients and velocities are zero. The upper layer is dynamically inactive,

but it does have the effect of reducing: the effect of gravity in the lower layer
by a factor Ae_/ o Where Dcvis the difference in density between the two layers
and e, is the density in the lowest layere. The equations now become :

%‘E +u4 4+ VU {-v- =9 b sV (A.-'Qb& +X

e oY o2t
R R R T SR

3y
Ghoe 2D -2 bu)=01

2t X j

where k is the height of the interface (the free surface) and D is the depth of
the fluid (i.es D=z=h-hg where he is the height of the topography); X, Y and q
are forcing terms and R is the Rayleigh friction coefficient. Usually an
equatorial 3 —plane is used so f= ﬁj

When using this simple model to investigate the behaviour of the EAJ it is
important to remember that a number of possibly important processes are being
ignored., For example no account is taken of the vertical shear above and below
the jet, and also interactions between the upper and lower layers are ignored.
(in fact sometimes the jet core occurs above the inversion). Despite these
problems, and others, this model has been useful for investigating the dynamics
of the EAJ.

32 Steady inviscid flow

Consider a jet that is unforced in the region of interest — the forcing is
exterior to the region of interest. In this case X, Y and Q are zero, and
because the flow is inviscid we have Y and R also zero. Now if the mountain

_ barrier is represented by a vertical wall we have hg=0 with D=h. inside

the domaine The resulting equations can then be manlpulated to give the
potential vorticity equation which states that the potential vorticity (5*%)/h

. is conserved by a parcel of air. In addition the Bernculli function is also

conserved.



For a typical current

Vo> L and a_Y_ > g_ﬂ
A2 9j

and if it is assumed that the northward flow is geostrophic (this allows h
to be related to the transport stream function\f-), then the conservation
equations become

30 e MO R

Given the inflow conditions on the eastern boundary, F(Y) and G(”% can be
found and this allows hand Y to be derived as functions of x and Ve

Fig 4 shows an example of such a computation. As the flow approaches the
boundary from the east it is deflected northwards into a boundary current
flow whose width decreases as it moved north. BEventually the current turns
away from the barrier and broadens. Complete separation of the jet from the
boundary occurs when h goes to zero. This does not correspond to reality,
but it is found that if friction is taken into account separation from the
boundary can take place for non-zero values of W . Another problem is that
in these solutions the maximum wind tends to occur at the boundary. This can
be 111ustrated by rewriting the conservatlon of potential vorticity equation

= h FLY) "ﬂj

3 \4
Usually F('¥) <O and so in the northern hemisphere %‘,L‘Lo which gives the
highest speeds at the boundary. In the southern hemisphere there is the
possibility of the jet maximum being away from the boundary.
Many of the deficiencies in this model are due to the neglect of friction.

3.3 lateral friction

Anderson (1976) suggested that side friction was very important when trying
to simulate the jet. He illustrated this by using a linear model

--Pv—ra'ak P
fu= -argk J—\?Oz
H(Q_g +‘Dv> Q

}®

where H is some average mean depth of the fluid. The Q term corresponded to
a source-sink complex with the source in the SH corresponding to subsidence
in the NH representing ascent in the monsqon trough. The boundary conditions
far from the boundary are found by solving the equations with no barrier and
with Q = Q(y).




To illustrate the kind of results detained it is convenient to follow Hart
(1977) and set Q = O; the vorticity equation then becomes

o= 2,

If the inflow has the same form as that used in the previous section then the
solution is

v= en«p (—r%c > Sl‘w(o-é’b‘b Sx)

“where é_"' /% and 8 is a function of /5,0 and the inflow.

-2
The outer half width of the solution appears reasonable if Vx 6x(07 mes
However the solution does have an unrealistic southward flow to the east of
the jet.

3.4 Bottom friction and variable topography

Hart (1977) argued that the large vertical shears near the ground indicates
the importance of bottom friction. He derived solutions to both the linear
and non-linear cases where there was no forcing (X =Y = Q = 0) or horizontal
friction. The topography was idealised but: retained the essential character-—
istics of the actual topography. The solutions are shown in Fig 5. For the
linear case there is an inner shear layer.over the sloping topography, but
for realistic values of R the jet is too narrow and has too high a speed.

The effect of the non-linearities is to reduce the maximum speed and to
‘broaden the jete.

Hart et. al. (1978) compared these results with observations obtained during
MONEX 77. The results shown in Fig 4% indicate that by juggling the parameters
of the model very good agreement can be obtained.

Bannon (1979a) used a model similar to the one used by Hart for his non-linear
computations, but with a more realistic description of the topography
(Madagascar was included) and the SE Trades. An example of his solutions are
shown in Fig 7. Note the influence of Madagascar.and the distortion of the
pressure field near the boundary (compare with Fig 1 )e

4. The transients

The EAJ has considerable temporal variability with time scales extending from days
" %o years. Recently Bannon (1979b) has used a depth —averaged numerical model to
investigate these transients.

Observations have revealed that there is a marked diurnal variation in the jet =

at night the jet maximum increasesby about 30% and shifts 50 to 100 km, Bannon
thought that this could be due to the reduction in surface drag at night and he
examined this possibility by running the model with a time dependent drag coefficient
over the land and a constant value over the sea. Fig ? shows the results of the
simulations along with results from MONEX 77. The numerical results are in reasonable
agreement, except that the model changes only occurred overland whereas the observ—
ations show that off-shore there is a night-~time increase.




There is also evidence that synoptic fluctuations to the south caused by the passage
of mid-latitude disturbances over the Cape of Africa may explain some of the temporal
variation in the jet strength. To simulate this effect Bannon solved the equations
with an eastward moving wave travelling along the southern boundary = a wave number

6 with a period of 6 days was chosen. The forcing was specified in terms of the
meridional velocity in the boundary. Some of the results are shown in Fig 9 . Note
that there is considerable variation in the jet maximum with a phase lag of 120° with
the forcings. Also, unlike the diurnal variation, the variations in the boundary flow
can produce large changes in the characteristics of the jet.

Bannon also investigated the suggestion that the 14 day period in the meridional
pressure gradient over the Indian Ocean could affect the jet. He allowed Q to vary

with a 14 day period. As with the southern boundary changes, the induced fluctuations
caused the speed and width of the jet to vary, but not its position.

So far there appears to be no explanation of multi-cored jets.
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MONSOONS W

- s Introduction

The word monsoon is derived from the arabic word for a season. Originally
it referred to conditions in the Abrabian Sea where for about 6 months of
the year the flow is from the northeast and for the remainder of the year
from the southwest. Nowadays the word refers to any seasonal wind.

The most well known monsoon is that which effects India and S.W. Asia, but
there are other monsoons over Africa, N. Australia, parts of N. America and
Chile. Also the term has been used to denote the onset of the summer rain
period in N.W. Europe. Here we will only consider the monsoon that affects
India and S.W. Asia. However it is important to remember that this monsoon
is not just a regional phenomena - it is part of a system that extends from
the southern oceans of the southern hemisphere to the northern reaches of
Eurasia; and from West Africa to the Pacifice.

2o The monsoon seguence

The transition from winter to summer monsoon conditions starts in March in
the surface layer and by June the transition is complete. In March there

. are surface northeasterlies over the Arabia Sea and the Bay of Bengal whilst

at 200mb there is strong westerly flow. During April a shallow heat low
develops over southern India and moves northwards with the progress of summer.
By May heat lows dominate North Africa and Asia with the main centre of low
pressure over West Punjab. This causes an influx of moist southwesterly winds -
into Burma and Bangladesh and causes intense thunderstorms.

In June the subtropical fit that lies to the south of the Himalyas weakens
and by the first half of July the westerlies disappear; the high level Tibetan
anticyclone then grows with easterlies on its southern flank. Throughout June
a trough develops over the Gauges Valley and links up with the heat low in the
northwest. As this happens the moist monsoon winds extend eastward across

northern India. The main features of the summer monsoon are

(i) the monsoon trough whose position fluctuates; when it moves northwards
the rainfalls in the foothills and produces a break in the rain on the
Gauges Plain.

(ii) fluctuations in the southwesterly flow.

~ (iii)monsoon depressions that form in the Bay of Bengal and move westward
along the axis of the trough.

(iv) mid-tropospheric cyclones which develop in the N.E. Arabian Sea.

During autumn the westerlies intensify and move south as the Siberian anti-
cyclone intensifies; winter then arrives suddenly in the Himalayas. Thereafter
the thermal trough weakens as the insolution declines and this causes the
southwesterly flow (and the paths of the monsoon depressions) to retreat
southwards. In November a weak anticyclone predominates over the northern
regions with a dry cool easterly flow to its south. During the winter monsoon
the circulation in the north intensifies whilst to the south the remanents of
the summer monsoon disappears. As the sun moves into the southern hemisphere
the northeast monsoon extends across the equator.
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3. The cause of the monsoon

The traditional explanation of the circulation distributions of both the winter
and summer monsoon is based upon the interaction of the seasonally varying
insolation and the distribution of the continents and oceans. Halley (1686)
originated the concept of the monsoons as a planetary scale land-sea breeze
circulation and in essence this view still prevails.

The first person to tackle the problem of the monsoon in a quantitative way
appears to be Jeffreys (1926). He considered a circular land area surrounded
by our infinite ocean - the air over the land being subjected to an annual cycle
of heating and cooling. Here an extension of this type of analysis due to
Asnani and Mishra (1975) will be presented. They examined the response of the
atmosphere to a heating function

L(MJCH ) b

Rixypt) = Q, Fp) e s:~(21%1= -,4) = @, tp) Floy,b)

where 'F(P) describes the vertical distribution of heating. Their model
consisted of the quasi-geostrophic vorticity and thermodynamic equations with
advection neglected. The basic equation are then

[0 20 -Rsw +Q& =0
T %Lf?"o %% P s

.where s is the static stability. From these, équgtions for (2 and Eﬁé ‘can
be drived and by using
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At the lower boundary Ekman pumping's assumed

We = /LV?'QD

using this, and tze thermodynamic equation, suitable boundary conditions for
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and can be derived. e

Consider the solution when -F( ) describes a sensible heating profile (the
function decreases upwards) and when there is no friction. The solution has

3¢ = R &, ECL,p) Flyy,t)
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where L is the effective horizontal wavelength

L = 2T

fm [

Solutions for E(L;f’) are shown in Fig 1. In the summer (when Q>0 )
E is negative in the lower levels and positive aloft - hence heating causes
a fall of pressure in the lower levels with a rise in pressure above. This
is to be expected, but what is not quite so obvious is that the magnitude
of the pressure oscillations increases with the scale of the heating - in
terms of the monsoon it means that the atmospheric response to the heating
depends upon the dimensions of the land mass.

Fig 2 shows the effect of using various friction coefficients ,/¢L . 1N
summer the friction causes the intensity aloft to exceed that below and also
changes the phase so that aloft the heat wave in phase with the heating, but
below it lags the heating by up to 90° (without friction there is a 180 lag).
This behaviour is consistent with what actually happens in monsoons.

The analysis was extended further by taking the annual mean pattern at 77.5°E
as a basic state and considering perturbations about this state. The
perturbations are sinusoidal in x and t and so the equation give their
structure in terms of y and p. It is assumed-that the perturbations are
caused by diabetic heating with no x-variation and only one wavelength between
the poles. Fig 3 shows the resulting patterns of zonal wind at 3 monthly
intervals. Clearly this simple model gives. surprisingly good results with low
level westerlies developing in the summer with easterlies above.

L, Numerical simulation o6f the summer monsoon

Gilchrist (1977) has compared simulations of the summer monsoon from 3 different
models, but here we will concentrate upon the results reported by Washington
and Daggupaty (1975) using the NCAR 6 layer model with a 23° lat/long grid.

Fig 4 shows the observed and model (average of days 91-120) 850mb streamlines
and isotachs. The isotach pattern shows that the model can simulate the strong
flow off the coast of Africa (the East African Jet), but in the Bay of Bengal
the strong flow is too far south and too anticyclonic. Also the model does

not reproduce the strong southerly flow onto the south facing slope of the
Himalayas and this mirrors the failure of the model to simulate the shape of
the monsoon trough. It has been suggested that this failure is linked to the
inability of the model to create realistic monsoon depressions.

Fig 5 shows the flow at 200mb. Thé model reproduces the anticyclonic centre
with the broad band of easterlies to the south of them; however the strength
of the flow is considerably underestimated.

The results from other models are similar to those described above, so in
general GCM's can reproduce the gross features of the summer monsoon well,
but there are deficiencies in the details.

e The role of the mountains

There have been arguments about the role of the mountains in the monsoon

(1) mhethei the upper anticyclone is maintained by sensible heat from
the Tibetan Plateau or by the release of latent heat associated with
the orographic uplift of moist air on the mountain slopes.



(ii) whether the mountains have any influence on the abrupt northward
shift of the subtropical jet which takes place before the onset of the
summer monsoon.

There have been many attempts at studying these problems using numerical
models. One of the first was an investigation by Murakami et al (1970) using
a 2D 8 level model who studied the influence of the mountains on the lat-long
distribution of zonal wind at a given longitude. The model allowed no zonal
variations or cross-equatorial flow. Initially the atmosphere was dry and
calm, and then the model was integrated forward in time, using July radiation,
until a steady state was reached. When the mountains were not included there
were only weak upper easterlies, but with mountains the zonal wind field was
reasonably simulated. They found that it was the release of latent heat by
convection on the south side of the mountains that was the rain source of
heat for maintaining the upper anticyclone.

Another approach to the problem is to run a GCM with and without mountains.
This was done by Hahn and Manaze (1975) using the GFDL 11-level 'model with a
gridlength of about 270 km. Some of their results can be illustrated by
reference to Fig 6. At the surface the exlusion of the mountains caused the
main continental low to be displaced northwards whilst aloft the anticyclone
lies to the south of Tibet rather than, over the mountains. Examination of the
temperatures revealed that when the mountains were included the maximum S00 mb
temperatures were over Tibet whereas then they were excluded there was no
maximum and the temperatures were about 10°C lower. They found that the
primary cause of the high temperatures over the mountains was latent heat
release induced by orographic uplift on the southern slopes. The behaviour,
of the subtropical jet was also investigateéd and it was found that without
mountains the subtropical jet moved slowly northwards whereas when there were
mountains there was an abrupt northward jump of about 20° of latitude in just
a few days.

6. Monsoon depressions

Most monsoon depressigqs form over the warm waters of Bengal and travel
westward at about 3ms = along the monsoon trough. During the four months of
the summer monsoon up to about 10 depressions may form, but there is a good
deal of variability. The depressions last between 2 and 5 days, but seldom
beyond 7 days. The horizontal scale of the disturbances between 2000km and
2000km, and the vertical scale is about 10km. Monsoon depressions have a
vertical structure similar to that of immature hurricancs(although the winds
are not as high) with a cold core in the lower tropeosphere and a warm core
above. The depressions produce continuous heavy rain along their left hand
flank; this covers a region about 400km in width and about 500km ahead and
behind the system. In some areas these depressions account for about 10%
of the rainfall, but this is at the expense of other areas where the rainfall
is correspondingly diminished - the depressions redistribute the rainfall.

Skukla (1977) investigated what kind of instability mechanism could explain
the growth of monsoon depressions. We have already seen that in July the mean
zonal wind has pronounced shear in both the horizontal and vertical, and this
suggested to Skukla that the depressions are a result of joint barotropic -
baroclinic instability. Now it can be shown that a necessary condition for
this type of instability is that the gradient of potential vorticity on an
isentropic surface should vanish; in July this condition is satisfied.



In order to find the growth rate and structure of the most unstable perturbations
the equations are first linearlised about the basic mean flow i.e (y,p)e Then

a wavelength is chosen (which gives the length of the channel) and the flow
perturbated. The equations are then integrated forward in time until the
perturbation was an exponential growth. When this happens the growth rate and
phase speed can be computed; this process carried out for a series of different
wavelengths. The results showed that the wavelength of maximum growth was about
3000km with an e-folding time of about 3 days. These values are quite realistic,

_ but unfortunately the waves had the wrong structure - the maximum amplitude was

at 150mb with the amplitude falling off rapidly towards the surface whereas in
reality the maximum amplitude is at the surface and the disturbances are rarely
detected at 200mb.

The failure of barotropic-baroclinic instability to explain the structure of the
disturbances prompted Shulka (1978) to consider CISK-barotropic-baroclinic
instability. Traditionally CISK has been introduced into models by making the
total moist convective heating depend upon the total convergence of water vapour;
however the problem remains of how to distribute the heating in the vertical.
Sometimes arbitary functions are used at a Kuo-type convection scheme, but in
all cases it is found that the choice and behaviour of the fastest growing made
is very sensitive to the vertical distribution of heating. To overcome this :
problem Shukla used a very sophisticated convection scheme based on the theory
of Arakawa and Schubert (1974). 1In this it is assumed that there is quasi-
equilibrium between the destabilising effects of the large scale forcing and

the stabilising effects of the cumulus ensemble. This assumptions allows the

‘parameterisation scheme to.be closed. Shukla used a 3-level model to find the

most unstable mode in the same way as in his previous study.

~ Some of Shukla's results are shown in Fig 7. In both sets of results the

fastest growing waves are those with the shortest wavelength. However there are
problems in interpreting results when the instability is driven by moist
convection because the ability of a perturbation of a given wavelength to grow
depends upon the availability of moisture on that scale. For example the

growth rate of small scale wave may be large, but if the period such a wave is
small the total moisture evaporated over one period may not be sufficient to
sustain the precipitation; therefore the maximum growth of the wave may not

take place. There have been several attempts at overcoming this problem and
they have all had the effect of reducing the growth of the high frequency waves.
Shukla suggested that the waves that dominate are those for which the ratio of
their period to the e-folding time is a maximum (ie ¢ /Co is maximised).
Fig 7 shows that when Ekman pumping was included the wavelength of maximum growth
was about 3000km, but unfortunately it had a westerly phase speed. Without
Ekman pumping the phase speeds are easterly, but still it is the shortest waves.
that grow the fastest. Clearly problems remain, but despite this Shukla
examined the structure of the perturbations with wavelength of 2000-300Ckm and
found that they had a reasonable structure (with a maximum at the surface) and
that they formed at the latitude of the Bay of Bengal. However, unlike real
disturbances, the perturbations had a warm core throughout the troposphere.

Obviously the instability mechanism for monsoon depressions is not entirely
understood.

7« The future

There is still a great deal that is not known about the Asian monsoons -
especially with regard to their variability (on scales of days to years) and
their interaction with the oceans, stratosphere, southern hemisphere and mid-
latitudes. To investigate these problems a series of Monsoon Experiments
(MONEX) have taken place as part of GARP. The objectives of MONEX are set out
in Table 1 and the results are awaited with interest.
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TABLE 1

MONEX — primary scientific objectives
(Summer monsoon *)
( Winter monsoon ** )

Description Scientific problems to be solved (examples) Monsoon data set
Large-scale aspects of the monsoon
__ Onset of the monsoon * — Physical processes involved in the *“‘onset” of the Diagnostic study and/or
monsoon prediction experiment

__ Active and break monsoons *

— Effects of heat sources and orography *, **

Regional aspects of the monsoon

— Arabian Sea and western Indian Ocean
studies *

— Monsoon disturbances *
— Cold monsoon surges **

— Heavy rainfall and dry spells
(Indonesia-Malaysia) **

— Effects of heat sources and
orography *, **

Interactions *, **

— Inter-hemispheric interaction

— Interaction of regional monsoon
circulation with:

(a) the central and western Pacific circulation

(b) the mid-latitude waves

(¢) the circulation in the stratosphere

— Examination of the dynamical and thermal coupling of

— Unified, detailed descriptions of monsoon fluctuations with
associated with the phase change between *‘active’” and | Global models
“break’ monsoons

— Sensitivity study of monsoon circulation to heat sources

— Low level cross-equatorial jet: its structural details

— Inversion: its detailed structure and mechanism of the Limited area models
maintenance

— Formation of the depression

— Relation between the regional disturbance development
and the entire winter monsoon system

— Physics of heavy rain making

— Maintenance mechanism of dry spells

— Inflience of topography on the formation of equatorial
disturbances

— Diagnostic studies on momentum, vorticity, moisture and
energy balance of mean monsoonal circulation

— Examination of possible existence of the atmospheric | Global models
teleconnection between the monsoon region and the
Pacific region (lateral coupling)

the tropospheric and stratospheric circulations (vertical
coupling)
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