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1. Introduction

The Tropical Research Group in the Meteorological Office took the unique
opportunity of the GATE experiment to use data for testing their numerical
modelling of the tropical atmosphere by comparisons with the real atmosphere.
They therefore needed an objective analysis scheme which was to be run on a
quasi-operational basis with analyses being produced every 12 or 24 hours,
less than a day after data time, with the 12 or 2h-hour forecast providing
the background field for the next analysis.

The requirement was for surface pressure, upper air temperatures and winds

in o= -coordinates ( o= = p/p*, where p* is the surface pressure), and

humidi%}es by %§yers of(}he o~ Gcoordinates. The area to be covered extended
from 35 N to 15 S and 77 W to 49 E (Figure 1). A latitude/longitude grid was used
with :acspacing of 2°.

Because of the northerly latitude reached by the analysis area, and perhaps

influenced by the mid-latitude experience of the objective analysis group,

it was decided that a certain amount of balancing between the wind and the

mass fields was desirable. It seemed advantageous to do this at a stage

where information concerning data density and the reliability of the analyses

was still available so that adjustments to the two fields could take this into

account. The adjustment scheme used, which was based on the Numerical

Variational Analysis of Sasaki (1970), required the solution of the Balance

Equation in reverse (mass field from wind field), and since our previous

experience had not extended to solving this in o~ -coordinates it was decided

to do the basic analyses of mass and velocity in pressure coordinates, adjust the
fields, and then interpolate in the vertical into the o~ =coordinates. Analyses of the
humidity fields were carried out on 0~ surfaces, however. The method used was that
described by Atkins (1974) and will not be elaborated further here. The analyses of
contour height and wind components were done at pressure levels 1000, 950 (height only)
850, 700, 500, 400, 300, 250, 200, 150, 100 and 70 mb. It was originally intended to
include the 30 and 10 mb levels but the quality and quantity of the data were too poor
and climatological values were used instead.

There were other reasons for including an adjustment step. The basic analyses

of each variable were obtained by the interpolation of observations of that
variable using the process of optimum interpolation. The interpolation at

each point required the solution of a number of simultaneous linear equations

equal to the number of observations used; therefore the number of observations
used to interpolate at each point needed to be limited for economy reasons.

This introduced roughnesses which needed to be removed from the analyses. Also,

by using some diagnostic relationship between the wind and mass variables, the
adjustment process allowed values of one variable to help the analysis of the

other variable. This was important in data sparse areas. In particular there were
often large numbers of satellite wind vectors available for areas where there were
few reliable observations of contour height - for instance over central South America
and the southwestern parts of the tropical Atlantic.

The analysis scheme was followed by an initialisation process, basically one

of dynamical initialisation after Nitta (1969), and consisted of a forward time
step, followed by a backward time step, followed by a linear combination of the 2
latest values and the values at the end of the previous iteration. All variables
were allowed to be adjusted during the course of the initialisation. During

phase I of the GATE experiment, initialisation was applied for the equivalent of

a 2l4-hour time integration. This was reduced to 6 hours in phases II and III.

The cycle of analyses and forecasts can be summarised as follows:
<
a. Derive wind and height background fields from the previous forecast,
which verifies at time T, by interpolation from &~ - to p- surfaces, except
for relative humidity which was for model o¢- - layers.

x

b. Extract data for time T. \ A n':qther than moisture




c. Adjust background fields in the light of the observational data, and .
mutually adjust the wind and height fields using a variational analysis
technique to give a preliminary set of analyses. After study of data and
analyses by a monitoring team, insert corrections and bogus data as

required and repeat for wind and height fields to give final analyses.

d. Interpolate from wind and height fields on pressure surfaces to wind
and temperature fields for o~ - layers and surface pressure.

e. Reduce high frequency waves by mutual adjustment of wind and mass fields
in dynamic initialisation step.

L

f. Use model to advance fields from time T to time T + 12 (or 24).
2. Data

The data used came from radiosondes from ship and land stations, satellite
sounding reports (SIRS), upper winds from pilot balloons, radar, rawinsondes
or LOCATE systems, aircraft reports, satellite cloud vector reports (ATS and
GOES), and surface reports from ships and land stations.

The satellite wind data were used from the ATS 3 satellite during Phase II and,
following code changes necessitated by replacement of these data by SMS satellite
data, from 4 September onwards in Phase III. Broadcasts used were principally thq
Global Trunk Circuit and Cyprus and Nairobij; Dakar broadcast became unavailable
before GATE because of a change in transmission frequencies, but was received during
part of Phase II and Phase III.

The distribution of stations for which data were sought is illustrated in Figure 2,
a, b and c. Although the operational analyses were usually run about 24 hours
after observation time, a large number of the observations which might have been
available were, in fact, not received, or were not extracted due to errors in
coding and transmission. The amount of data extracted increased progressively

as the experiment proceeded, however; the number of reports extracted on this
quasi operational scheme during phase III is shown in Table 1.

Analyses were done at fixed times and no attempt was made to adjust off-time
.observations in any way at all except to reduce their weight (increase their
error variance) as their time discrepancy increased.

Winds from aircraft reports were used at the two nearest analysis levels, one
above and one below, and were adjusted to take into account the vertical wind
shear. The shears used were the forecast values available from the background
fields. High-level and low-level ATS winds were allocated to the 250 mb and
850 mb levels respectively. -

Where possible, radiosonde reports were corrected for systematic bias at all

levels (Hawson and Caton (1961)). The 1000 mb #nalysis was done first to provide

a reference level for the SIRS observations. The next level to be analysed was

70 mb and after this had been done, all radiosonde reports at this level were
compared with the analysed fields and the differences, €-¢ found used to estimate
the errors at other levels in the sounding. Fractional corrections, €p were
then made to the observed values at other pressure levels, p, such that

P
loq OG0
Ep ~ ,E-:o —%—_,T' f
lon jeae
Note that the radiosonde was rejected for | €q0l > 300 m« This procedure was

repeated following the succeeding 100 mb analysis for radiosondes which only
attained this level. Corrections for excessive warmth were also made to SIRS data,
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as from 12Z 15 July. Corrections varied from 20 m at 850 mb to 40 m at 500 mb
and 110 m at 70 mb.

3. The Background Field

Background fields for the optimum interpolation were obtained from the forecast
model for both winds and heights. The forecast fields on sigmg surfaces were
first smoothed by means of a 17 point filter before interpolatlog to pressure
levels. At 1000 mb, 950 mb and some parts of the 850 mb levels it was necessary
for some downward extrapolation from the model forecasts to take place. At 70 mb
the background field was a combination of 85% forecast and 15% climatology.
Because the boundary values were kept unaltered in the forecasts, these were also
basically persistence. : i

At the primary levels, i.e. 1000, 850, 500, 250, 100 and 70 mb, the.background
fields were used as they stood.* For the other (secondary).levels, i.e. 950, 700,
400, 300, 200 and 150 mb, they were modified both to give 1mproved.background
fields and to help preserve the vertical consistency. The correction terms were
formed by vertical interpolation of the difference betwe?n the agalyses and
background fields at the primary levels. ‘Thus if d&p is the dlffe?ence between
the analyses and background fields at any primary level, p, and dp is the :
correction applied to the forecast field at a secondary level, dp was taken as:

AP — P—Pl gP‘ A PI—P SPI
| Pr-ta ' Hi-Pa
where p, and ‘:z are two successive primary levels and p is a secondary level
between them.

4, Error Assessments for Optimum Interpolation

Considerable effort went into the assessment of the variance of the errors of the
observations, and of the background field. These influence the weights
allocated to each observation during the optimum interpolation process. Values
used were assessed from the literature and are summarised in Appendix 4. Note
that different error values were used for corrected as against uncorrected
radiosondes. It is important to note that the error variances required by the
optimum interpolation process are not just the instrumental errors but should
include the effects of scales of motion too small to be represented in the grid
used. This is termed 'noise' and the optimum interpolation scheme assumes that
it has no spatial correlations, though for a fuller discussion the reader is
referred to Appendix 3.

?br each wind component a noise value of 2.25 m" sec” > was added to the estimated
instrumental error variances. For contour height the values added varied with
pressure level:

1000 950 850 700 500 40O 300 250 200 150 100 70 mb
5 168 525 1.8 2k B W2 80 6t 6.7 61 Gt

The height values were first derived by taking estimated variances of observational
error plus small scale prediction error (after Rutherford (1972)) and subtracting
typical observational error variances appropriate to USA radiosondes. Such a
procedure gave noise variances two orders of magnitude larger than the values quoted
above. The reduction was made because in dealing with radiosonde heights the
observational error variances ascribed (see Appendix 4) have already included in them
some of the effects of noise - the observational error variances ascribed to each
station being based on departures of the observed value from an analysed state, the
latter having sub grid scale features removed. These values were found through
experimentation to give reasonable results.

Thg assessment of errors of the background field, A* , was problematical because no
forecasts had been run on real data. An assessment of these was originally cbtained
prior to the start of the experiment from the climatological variability

through the formula

* Apart from a double application of a 1-2-1 smoothing with effect from
14 September. :



A* = aK2o > (L —R(BL))

a derivation of which is given in Appendix 1 together with the values of

appropriate constants; k.2 is inversely proportional to the estimated skill of

the model at any particular level and R(At) is the autocorrelation of a
meteorological variable over time interval Dt (12 or 24 hours). This

expression gave error variances varying between 5 m2 and 48 m® for heights and

2 m? sec™? and 36 m2 sec~2 for winds, depending on latitude and level. In running
the scheme it became evident, however, that the estimates of error variance so
obtained were far too optimistic and values over the chart were raised everywhere

by 600 me for heights and 9 m2 sec=2 for winds at all levels. Later, during

Phase II of the GATE experiment, a further large addition to the variances of the
background fields was found to be necessary over the eastern part of the analysis,
regione. Tgere, background variances were raised a further 600 m2 for heights and

36 me sec™ for winds with a linear adjustment into the rest of the background

field between longitudes 18°E and 28°E. Thus, during the latter half of Phase II
and in Phase III of the GATE experiment, the background field variances typically had
the appearance of Figure 9a for heights and 9b for winds. This latter adjustment was
found necessary because the background fields over the east African area were
particularly poor, since this was a strong inflow region on many occasions (cf

Figure 7a) with often little available data.

5. Data Checking

All the data had undergone quality control checks, but a further check was
introduced before data was used in an analysis. The interpolated value was
obtained at the observation point using the background field and observations
other than the one in question. The observation of a variable § was rejected
if it did not satisfy the criterion

l S*Sef‘vcd - S;N‘-gpp‘[ﬂw\ < c V -é_o-z + El ;

where —iF is the variance of the observational error and E* is the variance
of the error of analysis (see below,§6). The criterion is based on the theory
of maximum likelihood (Appendix 2). The constant ¢, can obviously be varied
according to the severity of the test required; during GATE it was given
values of ¢ = 6 for heights, ¢ = 12 for winds. Note that an observation with a large
deviation is more likely to be accepted where the analysis is regarded as being
unreliable and if the observation itself comes from an unreliable observation system.
However in the latter case the weight that the observation is allotted in the analysi:

scheme will be small on this account.

In performing the data checking, two sweeps were made through the observations. At th
end of the first sweep (made using only those data that had not been queried by the
preceding data extraction quality control checks), a second sweep was made through
those observations rejected by the first sweep and the observations reaccepted

by the analysis if they now passedthe. check. This was in case observations were
rejected in the first check by the inclusion of incorrect observations, not yet tested
by the procedure, when making the estimates of the observation points in question.
Those observations which remained were finally rejected as being incorrect.

In spite of these checks a considerable auount of human monitoring was required,
correcting erroneous reports or inserting artificial ones where this was thought
desirable. Considerable difficulty was encountered over the mountainous regions
of East Africa, over South America and the South Western part of the tropical
Atlantic and around the boundaries. In general, analyses were not amended
subjectively unless they contained features that were obviously unrealistic.

6. Analysis Technique

The analysis of relative humidity was obtained using the scheme described by
Atkins (1974). It is based on Cressman's successive approximation. It uses

a weighting function which depends primarily on the distance of the observation
from the grid point but is anisotropic in that it also depends on the gradient
of the background field i.e. on the 12 or 24 hour forecast. The weighting
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function falls off more rapidly in directions across the contour lines of the
background field than for directions along the contour lines. This helps to
preserve the shapes existing in the background fields and was found to be very

advantageous in mid-latitudes.

The analysis process for the contour heights and winds was in two stages: first

a horizontal interpolation to obtain values of contour height and wind independently
at each grid point, which will be dealt with in this section, and secondly an
adjustment stage, described in the next section, which allows the two fields to
influence each other.

6.1 The Interpolation Scheme

For the first stage, Optimum Interpolation was used. This was based on the work
of Gandin (1963), but using a forecast as a background field as described,
inter alia, by Kruger (1969). It was decided to use optimum interpolation
because the density of data varied considerably from one part of the area to
another, and optimum interpolation can better cope with a spatially biased set
of data than most other methods. In order to specify the scheme employed let us
denote any one of the variables to be analysed by s; then we wish to form
estimates S of the true values 'Sq of s at a set of grid points. So that we may
form such an estimate at a grid point let us select a set of n observations, s{ ,
of s in the neighbourhood of the grid point where we also have a background value,
S . If we can assume that we may also derive the background values at the
observation points, then we can define a set of (n + 1) individual estimates of s
at the grid point to be:

A

‘ ; oy VLU (e
Sie S i=iS g 4-5,6 L=l

\

S‘:E  — AS’% = ga—g—b+1§3 'L‘= n+ |

and take our estimate of s to be given by a weighted mean of the individual
estimates i.e. by

A+t

< = Z—-P&S{,E (la)

L= |

where we specify the constraint on the weights p¢ that

N4\

2 piwd ST G

L=l

We now define the optimal set of P;’S as that set which minimises the mean square
error of the analysis at the grid point, ,iven the same configuration of observing
stations on all occasions; i.e. defining Ex (-2 \* where the bar
represents a mean over many meteorological situations,jhe determine the optimal set
of pi's by solving the (n + 2) equations.

dE2

i 20 ek 1
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A+l

where A is the Lagrange undetermined multiplier of 5__-‘ Pi= ) 5
Substituting in E*from (1) for € we obtain the set of equations

A

Q;P( ,ZFiSiE - %6>l = > 'J-—'\)YH'\

o=

which yields the further set

Yerl A .
D\S}E(E;\PLS“E —S.(\>=>\ J=l)r\+\

If we now write Scg = %..b + €L this gives us

N+l At
A A I .
LO% v e)( S pisy —§q « 2 piec) =1 j= el
[ C=( 2 (=)
i (1 ‘
and using the condition Z PL = | we obtain

\=\

A+t

1(23 +€() gpcéc = A

A
Writing €(6€, as a matrix {Ai:\} = _@__ and Sqéi as a vector
{ 3&3 - we have the following equations for the weights, p
: =
A alBp) T ot o (0
n/‘f(‘n\sp«i
% 2 s

Losp2lhm B 0 oD )

vhere T is the vector such that "T) = | for.d = 1,0+ 1%

From (3a) we deduce that




and

P = i“.j/vrf._ﬁ_".-r) ()

Thus we have obtained an expreﬁgion for P in terms of the covariance matrix

é\*e;\ . Now, since S(eg= S%*-GL - we have
N
€ S 3 S S+ /g\ L=l
¢ | = LE — 3 = g = L 6 - 0 =15
€ S g %v % L=+ )
Ny = dwe — = = =
N i - S R
Let us now write S{ = S + €t where <. represents the true value at

the observation point and & the corresponding observational error. Then

A ‘
€, = S{ + €oL -Sv¢ +sa—-s,b ve i

~

A
6.\+\ = gpo - S(o
If we now define O{ as the difference between the truth and the background fields
at the po%pt i and t>a as the corresponding 3uantity at the grid point i.e.
~

Bi = 38.= 5 and b'b =Sy - g;o then
€L = €ouL + BL = BB {.:l,b‘\.
€Ay = — AN

and, since we may assume that the observational erfors are random so that
€o_ and €., are correlated with nothing but themselves, then the terms of the
matrix A become

p“j i Zgj = Did; +B-(\Bv<\ - BLB% "535‘3 L*:J ) o) F Ml

B eigier = Dilky = :w.-u,b *‘me‘a + €or L A4

Qi\ﬂ“'\*l = i Can T Bbh‘& (<>

The terms OIN) are covariances of the errors of the background field
(variances, for suffices which are identical). Thus if we can specify these
quantities together with the variances of the observational errors we may
determine the elements of A from (§) and then solve (4) for our optimal weights
ip:8 . It should be noted that the scheme defined by equations (1) and (&)
is, except in the particular choice of the background field, formally identical
to that derived by Gandin (1963). Note further that the mean square error
of the analysis is given by

At

A+ -
e (ép;ec)‘ = .Z(PCGCHG]) o f_‘rf—‘_f

—
—

-

=

—

=~ e
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whilst, from (4)

=

BT AT )

SRl PR AT A S T T g sl 58D

P

IR TR (O o L e

6.2 Covariances of Model Errors

The calculation of the weights involves the inversion of a matrix whose terms
depend on the spatial covariances ( ALE:S etc) of model error for the
particular element being analysed (equations (4) and (5)). We write these
quantities in the form:

TRt = s e e
’SLBS—{&L hs ) r.s

‘ e A
where the variances of model errors D¢ etc are derived as discussed 1n§4

and Mm:; is the spatial correlation for the element between points i. and j.

During GhTE it was assumed that m/; depends only upon the horizontal distance,

r, between i. and j. and a correlation function chosen of the form .
(\1.

| ~ am ;
R(e) = |l
) ( \-¥_%§.>8l1 v

It is based on an empirical curve published by Rutherford (1972) and its form
ensures that the implied error spectrum is positive for all wavelengths. The
correlation function was assumed to be homogeneous and isotropic. T 1is a
parameter which defines the width of the function. It was chosen so that

R(r) = O at a distance equivalent to 20° of latitude (approx 2200 km) (Figure 3);
this gives a broader function than is really true for fields in the tropics,
particularly for the wind field, and results in a smoothing of the analyses. This
seemed desirable in view of our lack of experience at that time.

6.3 Selection of Observations and Derivation of the Weights

The number of observations used for estimating the value of the field at each

grid point was kept to 8 (cf. Kruger, 1969; Alaka and Elvander, 1972). A number
of experiments had shown that raising the number to 12 made very little difference ,
to the interpolated values, and did not warrant the doubling of the work involved.
On the grounds that we should wish our 8 observations to be distributed as evenly
as possible around the grid point (to remove any unwanted bias that might .
otherwise occur) the search for data was made according to quadrant about the
analysis point as follows: The nearest synoptic wind (i.e. radar/omega/

ag



ravinsonde) or radiosonde height in each quadrant was accepted provided it
lay within the limiting distance. The number was made up to two in each
quadrant by accepting the observation i. of any type with the largest value of

ALB%
(Bt’l + Go':.>

this being the weight which an observation would have in the absence of all
others; this allowed a good quality observation to be selected even though
it was somewhat further away from the grid point than another observation
which was less reliable. The total niumber of observations was made up to 8
(if necessary) by finally selecting observations irrespective of quadrant
" using the same parameter. An upper limit. of six was placed on the number of
observations chosen without regard to quadrant.

To make up the observation list for each grid point a substantial amount of sorting
was required. This work was reduced considerably by dividing the analysis area
into squares whose sides were of length equal to the largest distance at which an
observation is accepted for analysis at a grid point. For each of these squares
('blocks') a directory of available observations was made. Thus when assembling

a list of observations for any grid point it was only necessary to examine the

nine blocks centred on the block which contains the grid point. This resulted in

a significant time saving.

The set of linear equations for the weights (equation (4)) were solved by the
method of Choleski (e.g. Hartree, 1958, p.180). Such a set of equations can,
however, become ill-conditioned when two observations used in the interpolation
are much closer to each other than either is to the grid point in question,
especially when all three points fall on a straight line. The result is an
interpolated value that can often be quite erroneous. In the version of optimum
interpolation used there was a constraint such that the sum of the weights of the
observations was unity. It was found by experiment that the problem could be
dealt with by testing for any observation weight which was less than -0.5,
searching for the nearest observation to this one, and combining the two into one
observation by taking their average and placing it at the average position. The
weights were then re-calculated treating the combined observation as one
observation. An essential assumption in the optimum interpolation method is that
errors in observations are spatially uncorrelated. This is not true when
observations are very close together because of the presence of sub-grid-scale
waves (Appendix 3). One way of treating this problem is to throw away a large
number of the observations, but this is wasteful, particularly where there is a
large number of low quality observations; each observation can contribute some
information to the analysis, but not very much. Cressman's successive
approximation technique has the advantage of being able to use an unlimited number
of observat.ons but does not take their distribution into account. In the present
scheme all surface observations which lay within a 1° square of latitude and
longitude were averaged and the value allocated to their average latitude and
longitude. This '"'super-ob" could be expected to have a smaller error variance
than the original observatiors, although the original error value was actually
used. Not only did this mean that we are making use of more observations but

it also reduces the possibility of ill-conditioning.

'+ Ot



7.

Adjustment Stage

7.1 Theoretical background

Up to this stage the analyses of contour height and wind are independent of
each other, apart from the fact that the background fields of both are derived
from the dynamical equations of the prediction model. The adjustment used is
based on the Numerical Variational Analysis due to Sasaki (1970), using a form
of "“weak constraint' in his "timewise localised' form; a form used
successfully by Lewis and Grayson (1972). Carrying out this step helps to
allow the field of one variable to adjust to features on another and to cut
down the time necessary for initialisation. g

In our case the variational integral to be minimised is taken to be

T = ff L= + g T Y < Y14t - x> ]"] 4

where v = final value of the velocity field
(Z = initial (analysis) value of the velocity field
h = final value of the height field
W = initial (analysis) value of the height field
hy = height field obtained from § Bb solving the balance equation.
P.‘ = unit vertical vector,
the parameters « , , and ¥ being predetermined. The first two terms are .

to keep the departures from the analysed fields to a minimum. Bearing in mind
the fact that he and N satisfy the balance eguation, the third term requires
that departures of ¥ and h from the balance equation should approximately s
be in geostrophic balance, the extent to which this constraint is satisfied
depending on the size of ¥ relative to « and F . Note that near the

equator the term £ Bx (Y -9) is negligible so that there ¥ will be
very close to V¥ and the value of h close to % , but the shape (gradients)

of b will be close to those of h, .

Minimising I with respect to arbitrary variations of N and I, with use of the
vector identity

([(£.V(8)ds = [[N-(E€L)dsS - H Wf)g%‘g

e,tn-u*' of area .

= [(F8).4s - (((9.F)5.45
J o Q{ao‘g{\cuhk .

and setting §l, = O around the boundary, we obtain the equations

«(y-T) + 36k« {qU(h-w,) +Fa(Y - =0 @

)= Dy fauthhe) « Cex(y-UD}] =0 g
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Eliminating \ ~Y yields the elliptic equation

V(rvR) cph = Weh) - gt

which we are required to solve for h and where <Y = X?;' 0%(04.; ‘6(1)

Rearranging (7) gives
¥
" \[_g’ .='°(—‘:?%—€TCEKW(L\—L\5>

or, in component form

7.2 Solution of the balance equation for hy

Before equations (9) and (10) can be solved to give the final adjusted fields
- (h, u, v) it is necessary to derive the field hyp from ¥ through the balance

equation. The form of the balance equation used in the present scheme may be

derived by taking the two dimensional divergence of the equations of motion

c written in spherical polar coordinates, neglecting the vertical motion terms and
setting
o\;ocrscnu
> O Y

Thus we have

v 2 2k
co‘;'-Q STH‘ : 'Eo‘s_—\S S—Q\('{QC’“ §>
| T Ny 3 Boiday 3w
o) lam S0 + SR ~ X (ornX) vy sluetsn)

+-§(\J‘us\%§> + %ik\,}g;“\gx & g‘:';(Cu) 4-_5\—&‘((:\4 cu@)% -3

36 |
x T c‘:sﬁ ['}%( {l\: '\'%%\(COS\}%E\{}B} 30 D S e e MO S [

i
. s
where, for clarity,we have written h for hb and ('As\?) for (\A > U‘) « R is the
(radius of the earth and \1 and A\ represent latitude and longitude respectively.
We solve equation (11) numerically by ADI techniques (e.g. Wachspress; 1966).
|
|
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The friction terms were parémeterised in a similar fashion to the method of
Lewis and Grayson (1972) by taking the stress at 1000 mb to be given by

-~

f \eoo = K\i\ﬂm

and assuming a linear variation of stress with the vertical pressure coordinate
to a constant zero value at 900 mb and above. Thus friction was included for

the 1000 mb and 950 mb levels only,where'b?//’3f> was taken to be .
}d K i .
O \J

- with K having values 1.2 X 10-6 and 2.4 x ‘lO"6 over sea and land respectively.
&e

7.3 The Variational Step

Once the field »‘b had been derived the variational step could be carried out;
equation (9) was solved numerically for the adjusted field h by successive
over-relaxation (e.g. Haltiner, 1971, p.111), after which the adjusted wind
components were readily derived through equation (10). The weights o« and

were taken as being inversely proportional to the estimated variance of the error

of the relevant analysis at each particular point. These could, of course be
obtained from the optimum interpolation process (equation (6)). These parameters
therefore varied over the grid. Thus where either of the analyses could be

regarded as reliable, it would not be changed very much; where one of the analyses
could be regarded as being unreliable it would tend to be altered to make the
constraint more closely satisfied. Y was taken as a constant and a fairly small >
value was chosen so that the fields were not modified except where the error
variances indicated that they were particularly unreliable. Strictly X"
represents the mean square value of N ' s

{ fOV(k—\ns) + CRx(V —V}%

. ~

Note that equation (10) i.e.

L :
e 4 d+xgzck”<v(\" \"53

L

implies that when ¢ is small, \L is virtually independent of the corrections
to the height field whilst if were chosen to be large, the relationship would
reduce to a geostrophic relationship between (V¥ —-¥ ) and (h-hy). :

It should be further noted that the adjustment process was applied independently
to each level.

8. Overall Scheme

Figure 4 shows the outline of the overall scheme. As noted earlier the first
level to be analysed is 1000 mb - this is required to provide a reference level
for the SIRS data.

Next follow the 70 mb and 100 mb analyses, each followed by radiosonde corrections.
.Analyses at 850, 500 and 250 mb are then made simultaneously and the results at
these leyels are used to adjust the background fields of heights and winds at all
the remaining levels, thus ensuring a degree of vertical consistency
this also reduces the number of levels at which bogus data needs to be inserted
when the analyses require amending on a subjective basis.

A



One disadvantage of the scheme in practice was that data outside the area of
analysis was not included in the analysis procedure. Since the forecast model

holds boundary values constant, this omission led to excessive roughnesses and
unrealistic features near the edges of the area during the early part of the
experiment. This was controlled by introducing a smoothing of the background fields
around the outermost rows of points.

9. Some Results

The remaining diagrams (Figures 5 to 8) show examples of the analyses computed
during the GATE experiment.

Figure 5a illustrates grid point values of wind at 850 mb and shows several features
of interest in the low level flow. Prominent among these are the easterly trade
wind flow over the Atlantic; north to northwest winds over the Middle Last and

" southerly cross-equatorial flow off East Africa. Particularly noticable is the
series of vortices stretching across Africa north of the equator and out into the
Atlantic. Satellite photographs taken on this day show a band of cloud at about
5-8%°N extending across much of the Atlantic in the centre of a broad convergence
zone, detectable from the wind pattern. Cloudy areas can also be associated with
the vortices at about 14°N 122°W and 8°N, 5°W. For comparison Figure 5b shows a
hand-drawn streamline analysis at 850 mb and is a copy of an analysis produced at
Dakar during the GATE experiment.

Figure 6, a to ¢, shows more detailed comparisons of wind data, objective analyses
end subjective analyses, the latter again being made in Dakar during the GATE period.
The charts are drawn for 124, 2 September 1974 for 1000 mb. The objective and
subjective analyses show good agreement on the broad scale, but details of the
smaller-scale features such as convergence lines and centres differ. The subjective
analyses are neater and more consistent in these areas than the objective analyses,
but nevertheless the latter are reasonably consistent with the existing observations.

Figure 7, a and b, illustrates the wind and contour height analyses at 250 mb on
yet another occasion, and Figure 7c is the hand-drawn streamline chart for 200 mb
for the central GATE area. The height analysis shows slack gradients in
equatorial latitudes, and there is good correlation between patterns of contour
height and wind flow beyond about 15°N.

Some comparisons of velocity and contour height fields before and after the
variational step (Figure 8, a to c¢) show that the two fields are modified in a
sensible way. Since the solution of the reverse Balance Equation is very smooth
in low latitudes the net'effect was a smoothing of small scale features from the
height field unless they corresponded to features in the wind field. The
independently analysed fields of wind and contour height for a particular occasion
are shown in Figure 8, a and-b. In Figure 8c, the height field is shown after
application of balance using the Sasaki variational step. It will be seen that
height gradients are much reduced, especially over equatorial regions. The centre
over Venezuela, which is not represented in the wind flow and has probably
originated from an isolated erroneous report, is considerably damped in Figure 8c.
Further away from the equator, smoothing is still present but the two fields appear
‘'to have interacted in a more positive way.

10. Summary and Comment

There is undoubtedly much room for improvement in this analysis scheme. In
particular not enough attention is paid to the vertical structure and hence to
the temperature and stability fields. Also it might be better if the analyses
were done in ©o- coordinates as the interpolation to and from the pressure
coordinate system gives rise to considerable roughnesses in the fields presented
to the time integration particularly near mountainous regions.

R .




More study of the structure functions involved would lead to improvements in
the depiction of details in areas of dense data.

Analysis of meteorological charts in tropical regions is normally a highly

| subjective process. Most hand drawn analyses are limited to representation of
flow patterns by streamlines and isotachs, and consistency in time is difficult
to achieve. It has been difficult so far to make any direct assessments yet
on the success of the GATE analyses, but investigations by the Tropical Research
Group in the Meteorological Office show that in these analyses and forecasts
there are trough lines which keep a reasonable progression and consistency over
a period of several days, and this is very encouraging.
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Reports extracted daily durin

IABLE 1
g Phase 3 (29 August - 19 September 1974)

Upper Air temp )
Land

N Nt

Upper Air wind
Upper air §hip
Surface 1aAd

. Surface ships
Aircraft reports
SIRS

Satellite Winds

Average
7
97
2k
532
168
63
" 60
280°

4219 September

Max
81
120
33
619
200
90
82
408

Statistics relate to observations made at 1200 GMT or centred on
e 1200 GHT for satellite and aircraft reports.

Min

61
66
13
398
114
47
21

118
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Figure 4 Outline of GATE analysis scheme.
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Figure 6a Data for 1000 mb. 12% 2 September_4974. 1000 mb heights
in metres: full fleche = 5 m sec .
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Figure 6b Part of the objective analysis of the wind field. 2
» 1000 mb 128 2 September 1974. Full fleche = 5 m sec .
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APPENDIX 1. PRELIMINARY ESTIMATES OF THE VARIANCE OF ERRORS OF THE BACKGROUND FIELD

As noted in & U no relevant statistics were available to provide estimates of the
errors of the background field prior to the GATE tests. The following approéch
was used, however, to make some estimates as to what these might be and though,
in the event, these values turned out to be considerably over optimistic, as
discussed in § 4, we include an account of the preliminary derivation here for
completeness. We consider the primary background fields first. Reference to

§ % indicates that there are several components of error in those fields, namely:

a. Persistence around the boundary.
b. Pure forecast away from the boundary.
¢c. A small percentage of climatology.

However, since only 1% of climatology is added into the background field, the
contribution to the error from this component can essentially be neglected.

Let us first consider the persistence component. If we denote the autocorrelation
of a meteorological variable over a time Ot by Ei(ﬁt) then, assuming the
climatological standard deviation o~> to be known, the standard deviation of’
persistence errors appropriate to A&, ot is given by:

o = 202 (1 -R(M)) ()

To derive the forecast component we make the assumption that, away from the
boundary, the variance of forecast errors (8*) would be proportional to the
variance of the persistence errors

i.e. E_‘: - B D*-‘PL

or fr

DY e R o—cz(\'— \Z(B{-)B (a2)

This expression is valid for the errors of the primary background fields.

To obtain appropriate values for the secondary levels, the modification to the
background field following the analysis of primary levels ( §3) should
additionally have been taken into account. However, in view of the uncertainties
involved in the estimates this was not done and the above expression was applied
to these fields also, with values consistent with those for the primary levels.

For the operation of the analysis scheme during GATE, the 12 hour correlation
between winds or heights in the tropics was taken to be about 0.7 (Jenkinson;
personal communication); K, by direct comparison with values derived from

10 level model monthly rms errors, took the values displayed in Table A1.1.

The boundary values, given by equation (A1) were approached by allowing K to vary
linearly from its internal value to unity over a number of grid lengths.

Consultation of available literature (e.g. Tucker, 1960) showed that o~.* could
be adequately expressed for each level as a function of latitude, k\ , in the form

0ot = a(pd +b(p)(y ~\o®)*

where a(p) and b(p) took the values shown in Table A1.2 for heights and winds.

Al.1




1 p mb K (heights) K (winds)
1000 1.0 1.0
950 1.0 1.0
: 850 0.8 0.7
. 700 0.7 0.5
500 0.7 0.6
400 0.7 0.6
) 300 0.7 0.5
250 0.7 0.5
200 0.7 0.5
150 0.7 0.5
100 0.8 0.7
70 0.8 0.7
. 30 1.0 1.0
10 - g

Table A1.1 Values of K (equation (A2)) used during the operation

of the analysis scheme throughout GATE, appropriate to height and

wind analyses respectively.




Heights Winds

P a(p) b(p) e b(p)
1000 13.0 .0224 13.26 .0102
950 13.0 0224 13.26 .0102
850 15+0 .0080 7.43 .0249
700 17.0 .0128 15.91 .0249
500 20.0 .032 1750 .0486
400 30.0 .032 21.75 .0761
300 45.0 .032 25.99 .1036
250 55.0 .032 50.39 .0948
200 55.0' .040 50.39 .0948
150 50.0 .048 40.58 0745
100 50.0 .032 38.32 .0458
70 60.0 0.0 29.84 L0146

Table A1.2.

Climatological Variability Constants




APPENDIX 2. CRITERION FOR DATA CHECKING

Let S be the value of our estimate at the observation point derived from the

surrounding observations. This will be normally distributed with mean the truth

4 and variance E° (which we can determine). _So (observed value) will be

normally distributed with mean % and variance €, if the observation is to be

considered acceptable for analysis. If the observation is to be considered

unacceptable then we will assume that s w11{_§t111 be normally distributed with
—~ mean S , but the variance will be e*— S>> e . Therefore the problem
- of resolving whether an observation is acceptable or unacceptable can be reduced
to determining whether ( € - s,) is a member of a populatlon which is
normally distributed with mean zero and variance E' + €80 or a member of
a similar population with variance Cut + E* . Writing 13 for the value of
(T —5s0) the test which we require is as follows:

We reject the hypothesis that the observation is acceptable if

P, {("{_ §°> = k}\ ; %.\Ven obcaryakion accop\-».hk g
Pe { (T -<o) = 3 ; quh chgervelun unaccepteble

3<C

i.e.
e
ML TaEr +e)
J'( - < C,
Q*\)('— —-—\-a——::
2( 67 +E*)
Therefore
= - = :
Q¥p {H R o = e £l
4 T é t"‘ €°2 ‘
e*? —l—[ ____N__ = X > T
2 L (ert+E-YET + &%) c
ioeo ———I-
_3_ €W+ E°
SRR e
—-éo
s i.e.
6\.1 1,E®
- 1.
3 \‘3\> D-'QO% Cl Go +E éw ""eo
If we assume that €. e é > D &t then our test reduces

to rejecting the hypothesis that an observation is correct if

\ Sr— ot it i |
= 3 o Z z
\S—So\> ’\/D-?oacr €+ E
where C"may be suitably determined from the power of the test which we require.

- A2.2 -



APPENDIX 3. A METHOD FOR THE TREATMENT OF GRID SCALE AND SUB GRID SCALE FEATURES

The scale of features that can be represented in an objective analysis depends

on both the grid length, a, and the spacing of the observations. In particular
features of scale less than two or three grid lengths cannot be represented on the
grid so that we are, in effect, analysing scales of motion only down to this limit.
The observations will obviously be influenced by phenomena on all scales however,
the smaller scale features affecting their representivity for analysis of larger
scales, and the possibility arises that features of wavelength, say, 2a may actually
be interpreted by the analysis scheme as being of wavelength 2a or more. This may
particularly occur if two or more observations are close enough to be similarly
influenced by such a small scale feature. The generation of such spurious waves
in the analysis is obviously undesirable and such effects should be excluded as
far as possible, whilst, at the same time, taking account of the influence of the
small scale features on the observations. We begin by separating the spectrum of
waves into a number of wavebands:

M - medium and long waves which we wish to analyse.

S - short waves, too short to analyse, but long enough for the correlation
function to be significant over a grid length.

N - noise of such small linear dimension that it can be regarded as
uncorrelated in space.

Then, if the observations are affected by all scales of motion we may write
A A A A
St = SC+ &, = SN'\ + S¢¢ + Sni + €ol

However, if the background field can be assumed to have had the short wave features
filtered out (§ 3) we have

Ci.% . S only

A
Now, since the aspect of the 'truth' we are trying to analyse is S y then,
going through the analysis as before, defining quantities [

A -~ » ~
BDmi = Smi ~Smi Bmg = Shy = Sn
and making the assumption that covariances between waves on different scales are
zero, we find the coefficients of the matrix f& corresponding to equation (5) to be

Aj = BwiDrg + By B —BH‘B“‘B‘B“SB"%+§S‘£"\ B i T

0
A N 3
A= DriBpmi - 20 thé “* Bnabnz‘v Eol + %Nagui +SeiSst U R\

A\Z,Nk\ = BM%BMB— bl"\s &l\ao . L+ A+ (

Ql\ﬂ)ﬂ-ﬂ o5 BM:) me

We see that most of the terms of equation (5a) are the same as for equation (5)
with Dy instead of A , but with additional terms in A:y and QLL involving the
short wave and noise components only. Note that these adéitional terms express

correlations only between observations, since short waves and noise are not
present in the background field. The noise term occurs only where €.t occurs
and therefore has the same effect as that of the observational errors; the terms

gc.‘. §' s) (¢ =+ 3) will only arise if observations are close enough to
- A301 - 5



one another, otherwise (when i = j) the short wave terms again have the same
effect as observational errors.

It is evident that if we are to carry out the analyses making full allowance for
noise etc., we need to have values of 5'4;6"3’ A Ssj o Sni S etc.

These values are, in principle, determinable by a method discussed by Rutherford
(1972) whereby correlation functions are calculated from observations and model
forecasts, the empirical curves transformed into spectral space, the spectral "
range divided into bands S, M and N and the correlation curves obtained for these
wavebands. At the time of GATE, however, no such detailed statistics for the
model error were available so that the simple approach described in .§'4 was ’
adopted.

o A3io o
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APPENDIX 4. SPECIFICATION OF THE VARIANCE OF ERRORS OF OBSERVATION

Ah.,1 HEIGHT OBSERVATIONS

a. Surface height observations. These were held constant and specified as
follows:

1000 mb land ©€o¢ = bk n°
950 mb land €o* = 4k m°
850 mb land €,° = L4k 0

1000 mb ships el = b m2‘

i.e. one value for all observations.

b. Upper air land observations. Values of éq: were available for each station.
Values of €* at lower levels were obtained from the equation

Et w Bt [ \DOB(P/\WOB
TR 1 W)

This assumes a constant temperature error throughout the ascent. A lower limit
of L4 m? was chosen for the value of &+ at any level, however, equivalent to the
error in a 1000 mb surface observation.

Different values of & 45 were chosen depending on whether, in fact, the ascents
were adjusted with the random _error correction described in ¢ 2. If an ascent had

been corrected, the value of €4 was amended to a new value J% ) given by the
formula

o,y wm Eat [:<>'GQ'*J4'”\°‘L F§143

where A is the observed error at 70 mb (assuming the analysed field to be the "truth").

This equation may be deduced as follows.

e 5 T i RS ; PSR
Let €0 (min) , 5, (min) be minimum values of &;, and T,
for all types of sonde. When A = O, a reasonable estimate for q~7: is given by

0%7: s Gvﬁ: <"*“) 2 LQEZ;F

) o
61.," ("‘i ")

As A grows larger, we should want the value of 0‘;1 to grow larger, as our
estimate of the correction is less reliable. We therefore take

g hln) = I Z:n? + A

We now make the assumption that at the value of A for rejection the value of
¢3;‘(A) has reached the value for uncorrected sondes of that type.

Therefore at A = 300 m 3
2 €.
SEWA (30’0) = \‘ é‘):' * 20—0‘ X = é‘)oL : Se ™ = g (\ —k)

- Akt o
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From evidence available, a minimum value of €=, of (25 m)% and of O“%;L of
(20 m)2 appears realistic. k therefore takes the value 0.64 and so o becomes
L » o b &q¢ and the formula follows.

Ce yppe? air ship observations. The errors were specified as for upper air land
observations. Initially, however, no values of €5; were available for individual
ships. €4, was therefore set to a constant value (900 mé) for all ships.

d. SIRS observations. The error for SIRS was initially specified to be of the form,

e*(p) = e:(f} +Lkp)DE]?

where the error of the observation is given by

é"t(P) = E\—ll "LLL*- QO‘O\Q P]L

and allowance for the time lag by [k (p) N e where,withh\ = latitude
in degrees,

(N5 p) = alp) +b(p)(N—10°)?

During GATE, however, both a(p) and b(p) were set to zero so that no allowance
for time lag was made.

AL.2 Wind observations

a. Surface wind observations. 850 mb land wind observations were not used.
Other observations were used, however, and errors specified as follows.

— - 1
1000 mb . land €o- = 1w sec > |
950 mb land E:r = 1 m? sec_2 (not used since 950 mb witfids not analysed). ¢

1000 mb ship €+ =4 m° sec-;

b. Upper air land observations. The error for pressure level, p, for RADAR and
PILOT observations was set to

ae 2 -2
C—PL =E‘+'9*"LP‘QOB\°P].L W Eee

c. Upper air ship observations. RADAR winds were treated as for b. above;
OMEGA winds were allocated errors according to ship position by reference to a
field of grid square values available (Figure A4.1). The same value of error
was used at each level.

d. AIREPS Each observation was allocated to the analysis levels immediately
above and below the observation level with correction to take into account the
vertical winc shear ('§ 2). The error of each component was specified as

e e IDE|
€'t = o + 20¢ (| =R (12howes ) To- + 0-ot [del s
which, with R (12 hours) .= 0.7 (Appendix 1) reduces to A

Curp = € +0-05707 |Mk| +o-0b|dpl

where Dk is the time difference in hours between the analysis and observation
times; o is the climatological variability (Appendix 1) and dp is the
difference between the observation and analysis levels. The first term on the

o A’+.2 »



RHS is the observation error, the second describes the error due to the time lag
whilst the third term allows for the error of interpolation from observation to

analysis levels. ¢&,° was set to (1.2 m sec=1)2 for spot winds; (3.6 m sec=1)
for mean winds.

e. GOES winds. By analogy with AIREPS the errors for these were set to

"é?-cup.—_ € + 0.03 0=\t
a EN—— -
L &k was set to (5.4 m sec 1)2 for the 850 mb level.
» (8.6 m sec-1)2 for the 250 mb level.
s
¥
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Figure Al Errors of observation for omega winds used
during GATE (m2 sec~2)



