MET O 11 TECHNICAL NOTE NO 135

Theil's Decompositions of Mean Sguare Error

by 1. Introduction
The shortcomings of the Mean Square Error (MSE) as an index of excellence
or performance measure are as widely appreciated as the index is used. Theil's
Decompositions do much to remove these shortcomings by providing an indication
of the contributory components of the total MSE.
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2e Theil's Decompositions

I present the matter in the familiar context of a series of forecast values
FZ which are verified against a series of corresponding actuals A({, i = 1,--=--, N
although it will be evident that the results apply to any two series in general.
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respectively the Mean Square Error, the samnple means, the sample variances (and
thus the sample standard deviations Sg and Sa ) and the sample correlation
coefficient.

Henri Theil (1966) has pointed out that the MSE may be decomposed in various
ways, two of which are

MSE = (ﬁ-;)z+ (se - Sa) + 2(1-7)Sesa ()
and

MSE = (F-R)* + (se-vSa) + (i=+2)sa )

e The interpretation of Theil's components

The terms on the RHS of (1) and (2) have interesting and useful interpretations -

T N

(a) (F-A)scarcely needs crmment, being the component due to a simple mismatch
of the mean levels of tue two series. That is, even if the variance and
covariance are perfect a contribution arises because the mean levels are
different. In sinusoidal terms one may visualize a forecast curve which is
exactly the same shape as the actual curve, same phase, same amplitude, but
varying about a different mean.

2
‘b) (SF - Sn) is a component due simply to unequal variation. The component
arises because the variance of the forecast series is wrong. In sinusoidal
terms one may picture a forecast curve which is varying abcut the same mean
level as the actual curve, is exactly in phase, but has the wrong amplitude.

(e) 2(| - "“)SF SAa is a component whi.h arises if the forecast series does not
vary in step with the actual series. In sinusoidal terms one may picture o
forecast series which is varying about the same mean level as the actual
series, has the same shape and amplitude but differs in phase from the actual
series.

The interpretation of the remaining two terms (d) and (e) requires a change
of viewpoint. Consider now that the F; is a series of values which is available
to act as the predictor variable in a linear regression relationship in which the
series Al is the predicted variable. The linear regression relationship will
have the form

}\ = Q F 4+ l? W o (32)
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where @ and b are coefficients to be determined by least-squares and &
is a disturbance term. From elementary regression theory

a= T3 amd b=A- t+8F +)
Sk Sr
so that (3) becomes
A= 1t55F + (n—*€RF> + € ()
Sr SF¢
Now to isolate the contribution of the t_;m (Sp - TS‘n)we assume that the series F
has the correct mean level, so thth= , and that there are no disturbance

terms, so that &¢ =0, i = 1,---, N. Egn (5) then becomes

A="’§-:F +(l—"s"’>"' ©)

It now becomes apparent that if the mean level cf F is right and there are no
disturbances about a linear relationship then the forecastg will be exactly
correct, Fc = A< for all i = 1,~--, N, if @ (le. +38% =1,

SF
(d) The interpretation of (Sg - ‘rS'n):now follows as it can be written as
2 2 2 2 2
- = Si = S -
(S'p +Sa)“= Sr (’ *é} SE (' Q> (7)

It is thus the contribution to the total MSE which will arise from a
departure of the linear regression coefficient @ from 1 quite apart
from any contribution from any disturbances or a wrong mean level.

2
(e) The contribution (l— ’f‘)SA is that which arises by virtue of the presence
of disturbances that cannot be accounted for by a linear regression relation-
ship. This fullows immediately from regression theory since (!— ) &
is itself the expression for the residual variance, that part of the variance
of A which cannot be explained by a simple linear regression on F

L, Summary

MSE = (F—A)a ¥ (SF"Sn)z . 26"‘*)&9&

MEAN LEVEL VARIANCE COVARIANCE
(arPLITUDE) (prase)

MSE = (E’5>2 + (5'«:-*5&)2 + (- ““)5"?
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fj' A7 i'It is also useful to express the RHS torms as proportions of the MSE. thus

displaying the relative importanoe of each contribution. i :
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