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1. Summary
This paper describes the work of the Climatological Research Group of the

Climatological Services Branch of the Meteorological Office and presents results
from one of the investigations currently in progress. It shows how daily values ..
of a climatological parameter, daily minimum temperature, may be represented by a
small number of Fmpirical Orthogonal Functions (using Factor Analysis) and gives
examples of their use for dividing the UK into regions, assessing the quality and
representativeness of observations and drawing climatological maps of 30-year

averages.

2, The Climatological Research 3rouv

The Group was set up within the Climatological Services Branch in 1975 to study
the basic principles determining local climate with the following general terms of

reference:

a) Mo study the factors which influence the several elements which make up

the climate of a particular locality (e.g. location, orography etc).

b) To assess quantitatively, using appropriate statistical methods, the
represcrntativeness of an observing station and to specify the network of
stations required to estimate the climate of a particular locality within
specified limits in any part of the United Kingdom. The network mey need
to include non-standard sites.

e) To define a map of the United Kingdom showing climatological districts
each having a relatively homogeneous or readily definable climate.

d) To study statistical methods for the analysis of climatclogical data
and for the presentation of information to users in the most effective way
(e.g. extreme values, combined frequencies of two or more elements, duration

of specified conditions).

. .
It was decided that to be effective the group should be insulated

from day-to-day enquiries. Since the group started in August 1975 it has concentrated

on the following topics: ‘




i) Investigation of the errors involved in interpolation (both 'linear’
and 'optimum') of temperature, sunshine and strong wind. Most of the,
work so far has used data from the topographically simple area of East
Anglia. The results of studies on maximum and minimum t emperature, and
sonshine have already been published by Hopkins (1977) and work is

continuing on a study using strong winds.

ii) A study to determine the optimum number of years of data on which to base
an estimate of mean temperature for the future. This is a so-called r
*0ptimum Averaging Period' problem. As a result of previous studies MO
currently recommends an averaging period of 30 years and the present work
was undertaken to see whether it is possible to give more specific guidaunce
for the United Kingdom. Since there are all too few stations with suitable
long-period homogeneous records it was also desirable to provide informwation
on the minimum acceptable averaging period. Smith (1978) has prepared a
note of the findings.

3ii) 4n analysis of Variance and Covariance on monthly mecn temperature daic
at a small sample set of 48 stations specifically chosen in an attempt to
identify and quantify the effect of altitude on temperature. The resulis
8o far, which had to be confined to a limited amount of data (6 years)
suggest that a considerably longer period of data is required tecause of
the large variability from year to yéar and the unrepresentative nature

of the period chosen (1972 t: 1977). The effect of other variables
(e.g. distance from coast, latitude etc) will also be studied.

iv) The determination of simple spatial characteristic pattemms of individual
climatic variables across the U.K. The principal aim has been to provide
patterns vhich can be used to divide the U.K. into climatic regions.
They way also be used for other purposes: to identify physical effects
which are important in determining the climate at a point, to assess the
probable errors in measurement of climatic variables, to assess the

representati veness of values from a particular station, to draw

climatologicrl maps etc.

The remainder of this paper will concentrate specifically on the last topic.
It begins to provide answers to some aspects of the questions raised in all four of
the terms of reference but particularly in (a) and (c).



. 3. Introduction to work on Climatic Regions

In order to begin to study the variation of climate across the United Kingdom
in an objective manner it was decided to concentrate on each climatological variable
separately and to develop a technique which could fairly easily be used for them 211 -
air temperature, sunshine, rain, humidity, earth temperature etc. The initial aim
was to determine for daily minimum temperature a set of regions covering the United

Kingdom which each have a relatively homogeneous or readily definable climate.

It was decided to use Multivariate Statistical Methods and this was also an
opportunity to gain familiarity in their use in a field in which they have not
previously been applied. The programs are now readily available in many statistical
packages. The particular set used in the analyses below were the Biomedical Computer

Progrems (BMDP) which are described by Dixon {1975).

The method adopted was to reduce the data to nanageable quantities and obtain

a set of characteristic patterns using a Factor Analysis and then to group staticns

with a2 Cluster Analysis. PFinally a set of Discriminant Functions were cbiained,
vusing a Discriminant Analysis, which were evaluated to classify each point of a

10 ku grid covering the UK into a specific region.

3-1 Tecnniques
3o 11 Factor Analysis
Factor Analysis is a technique which aims at reproducing the corre-

lation or covariance matrix of a set of 'variables’ measured on many
'cases' from the knowledge of a small number of 'factors?!. Thus a formid-
able volume of data may be reduced to manageable proportions. The
fectors identify modes of variation in the data which, it is hoped, may
2180 point to the underlying physical causes. The particular form of
Factor Analysis used is Principal Component Analysis i>llowed by an

orthogonal rotation on the first few components.

The aim of Principal Component Analysis (PCA) is to attempt to
assess the structure of variables within a particulcr set independently
of any relationship which they may have to variabies outside the set.
PCA of a set of m original variables Xi produces m new variables called
*principal components' denoted by Ci where

1

The coefficients b are chosen subjéct to the conditions:




‘1. Successive components have the lorgest possible variance.
2, A1l pairs of components are uncorrelated.

3. The squares of the coefficients involved in any one component

gum to unity (Normalisation).

The yalues of b are found by computing the 'eigenvectors' of the
govariance or correlation matrix and the proportion of variance
'accounted for' by each component is derived from the 'eigenvalues'.
it ie possible to consider just a few of the components and perform
g rotation on them by relaxing one or more of the above conditions tc
gblain yhat is usually termed a simpler structure. An orthogonal
rotation which maximises the variance of loadings within columnrs of
the fggtpr loadings matrix is often used and referred to as a VARIMAX
rotation., Within each factor this normally produces only large or
small loadings = a structure which usually simplifies the interpretation
ef the components. The final result may be éxpressed by

X.,=a,.f en Fre * 60ee + 2. f 1
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yhere £13, 25 i ol pj &Te factor scores a% each station (j)

a5 "'aip are factor loadings for each factor

i are error or residual terms accounting for the
unexplained variance. (-“-‘ud‘nb error and

specific variance)

is the original variable for day i at <tation j

e
ke

4 decision has to be tuzken on the number of components that will be
retained for rotation. There is no theoretical answer and in this appli-

gation the following principles were considered:

g) The components rotated should explain a large amount of
yariance of the c¢riginal data.

b) Only a small number of facitors are desirable for use in
gubsequent analyses (e.g. clustering, discrimination and
regression).

g) The components used should not extend into the region where the
explained variance decreases approximately as log variance
through to the high order components, as these components explain
tpoise' in the observations.

4
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Principal Components Analysis is frequently Sélécted in initial
studies of multivariate data and there are now very many examples of its
dse in the literature. One of the early applications to meteorological
data was by Grimmer (196)) who studied monthly mean values of temperature
over Europe and the East Atlantic and more recently Craddock and Flood
(1969) have applied the method to representation 6f 500 mb geopotential
surfaces. In the particular context of climatological data, Steiner
(1965) used mean values of variables for 1931-60 at 67 stations in the
USA 4nd White and uindley (1976) have performed analyses with 18 variables
%% Moor House CLIMAT station using time series data both of daily values
Zhd values meaned over months or teasons. Gregory (1975) has also
{fitroduced the idea of Facior Analysis for the study of regional patterns
§f 1éng térm rainfall.

s naithonatical solubién of Principal Components Analysis (and
factor Analysis) is now discussed in many standard statistical texts
(&:%: Harman (1067), Morrison (1967), King (1969) and Kendall (1975))
gnd will not be repeated here. The BMDP4M program was used to perform
the analysis.

5112 Cluster Analysis
Clustering is a process of classifying members of a set into groups

Buch that the members of each group have similar characteristics as opnosed
to the alternative hypothesis that they are unstructured. The process of
dlustering is discussed in standard texts (e.g. Kendall (1975)) and

ﬁveritt (1974) discusses many of the possible algorithms which may b2
used.

Tﬁe réataf _sores at each station are independent variables in p
Sifnensionc when there are P factors). They can be 'clustered' to
iaentify natuxal groupings of stations. In this work the BMDP2M program
Vas hsed. It is an agglomerative clu;tering algorithm in which each
btation is first regarded as a single group. The 'distance apart' of each

§;3up is defined by‘
2 2 '
.‘; = ’r_--. _.r:’\z
3 = (fik i)
Vhere aij 1% tne aistance totwesn stations (or groups)
i @nd j in'p=dimension factor space.

2 r
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The two nearest stations (or groups) are combined to form one group

and values of the factors for the group are computed as the mean over

all stations in the group. The procéss may be repeated until all stations
form one group, but may be stopped at any stage when the required degrée

of detail is achieved and the groups may then be identified.

Beled Discriminant Analysis

-
-

Given a set of stations which can 'a priori' be divided into groups
and a set of variables upon which this division may be made, a set of
Discriminant Functions can be determined using a Discriminant Analysis.
New stations (or points) can be classified by evaluating the functions
using values of the variables at the staticns (or points) to determine
the probability with which the station or point belongs to the group.
Essentially the process defines a set of Discriminant Functions, linear
in the variables, which are used to classify the stations into groups.

. The Functions are derived so that the pooled within-group variance is
minimised with respect do the between-group variance. The process is
described in standard textbooks such as Kerndall (1975) and the EMDPTHM
program was used. This program also evaluates the discriminant funciions
and gives: a) the probability with which each station belongs to each
group and b) a standardised distance (the Mahalanobis Distance) in the

factor space which is the distance of each station to the centroid or each

group. This information is provided both for stations used in the 24
discrimination process and others that are not used providing that A

measurements or estimates are available for each variable.

3.2 Data .

Daily values of minimum temperature, nominally measured at 0900 GMT for
1973 to 1977, were used in the analysis. Figures 1(&) and 1(b) show the
location of most of the statiors from which the data were used; some stations
are nmitted from the figure as otherwise they would obscure information already
plotted. Figures 2(a) and 2(b) give the percentage of observations that were
available at cach station. Most stations provide observations each day and
those with fewer than 99% of possible observations either hava data missing
for substantial periods when instruments were not functioning properly or the

station commenced or ceased operation in the pexriod.

Missing values at the stations were estimated by taking the mean of all
values in the county for the day and adjusting it by the annual average

Li]

difference between station value and county velue. Estimates were only made
for stations at which there were at least 330 cobservations (300 for 1977) in |

the year. After the estimation of missing values there were about 670 stations

6
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each year with a complete set of daily values.

In the Factor Analysis values were used at 3-day intervals in order

to minimise the effects of serial correlation and to provide a set of data .

for which the dependence between the Vvariables has béen minimised. Also

the actual values used were anomalies of the temperature at each station

with respect to the mean temperature over all stations on each day.

3.3

Results

Fe5et Characteristic Patterns

Maps of the 'factor scores' of daily minimum temperature are shown
in figures 3(a) to 3(0). They have been obtained by performing an initial
facto» analysis on the covariance matrikx using temperatire data
separately for each year. Figure 4 shows the variance explained by each
component prior to rotation for 1977. It can be seen that the first few
components explain most of the variance, and beyond component 20 it
decreases approximatel; linearly as log variance. It was decided to rotate
15 components which explained 84.8%. The distribution of variance within
each component is similar each year - as shown by the values given in
table 1. A final 'factor analysis' was performed using éach of the 15
initial factors obiained for each of the years 1573, 1574, ... 1577.

A summary of the variance explained is also given in table 1 in the column
headed '1973/77'. This time the first 13 componéents each explain a very
similar amount of variance suggesting that the factors are generally
common to all years. Again it was decided t6 reétain 15 ¢émponents for
rotation.

Only 469 stetions c¢ould be used in the final factor analysis (the
rest vere missing too much data in at least one year for *emperatures
to be estimated). Missing factor scores at the stations were estimated
by linear regression on the final factor scores for those years for
vhich initial factors had been obtained. Values or estimates of the

factor scores were available at 679 stations.

The waps of the factor scores weré drawn automatically by computer,
To do this values were first interpolated from station points to points
on 8 10 km grid using a 'single variable analysis' package developed in
the Central Forecasting Branch for the 'analysis' of scalat variables.

The method of use of the package is deseribed by Hall, revised Forrester

and Golding (1978). At each griad roint a weighied average of the
variable is obtained in a similar fashion to that employed in the _
operational enalysis of geopotential fields as described by Flood (1977).
Isopleths of the values at the grid points were then dirawn using a
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microfilm plotter. For technical reasons, the interpolaticn of factor
scores to grid points has been performed separately on the two areas
indicated in Figure 5. The isopleths of the final factor scores

shovn in Figures 3(a) to 3(o) have been subjectively adjusted, where

necessary, to match the northern and southern areas.

Several factors were found to correlate well with altitude.
Table 2 gives the coefficients of linear regression of the factor
scores on altitude for each of the 10 'climatological districts' of
the UK and for all stations together. (The climatological districts
are shown in figure 5). It was decided that as factors 1, 4, 9, 10, 12
and 13 vere significantly correlated with altitude in most districts
they should be reduced to sea level so that:

i) Simple maps would be produced with the complex features
of topography removed and

ii) detail could be introduced when required based on the
known topography over the UK.

The coefficients obtained over all stations together were used for

reduction to sea level. Factor 2 was not reduced to sea level ac the
pattern was clearly dependemt on the distance from coast. Its corre-
lation with altitude arises from the fact that aliitude and distance

from coast are correlated.

In order to show that the detailed topograpvhy of the UK is not
represented by the distribution of existing climatological stations
an analysis of altitudes using only those stations ircluded in the
final Factor Analyses is shown in figure 6. This should be compared
with figure 7 which is a map of the actual altitude drawn from values
on a 10 km grid which have been meaned over a 10 km x 10 km area.
Over much of Englan? the general renmresentation of ilopography is
quite good although the detail is poor. Over Scotland, because of
the sparse network an& unrepresentative location of many stations,
even the general representation is poor.

The spatial smoothness of each factor (after reduction to sea level
for factors 1, 4, 9, 10, 12 and 13) can be assessed from the root mean

square differences between staticn factor scores and values interpolated

by the single variable analysis given in table 3 for those stations with



complete data for 1973~77. It can be seen that values range from C.09
for the smoothest patterns to 0.44 for the roughest. This variation is
only partly explained by the scale of variation of each pattern within
each factor. The greater part is due to influences that cannot be
spatially represented on a 10 ku scale (e.g. slope, aspect etc) or to

features that are characteristic of individual station sites.

In the maps in figures 3(a) to 3(o) the factor scores (x 10) are
drawn with continuous lines for positive values and pecked lines for
negative values. The regions of contrasting sign and the shape of the
isopleths are important - not the actual sign of the values.

Factor 1 represents an altitude variation superimposed on a latitude
variation - a 'latitude' factor. Factor 2 shows a contrast, particﬁlarly
over England and Wales, between inland and coastal regions. TLis is a
contrast which is particularly marked on radiation nights under clear
skies and anticyclonic conditions and may be interpreted as a 'radiation'
factor., Factor 3 is broadly a contrast between a) the North of England
(in particular the Irish Sea coast) and b) North Scotland and Southern
England - an 'Irish Sea' factor. Factor 4 is an altitude varialion
superimposed on a west south-west to east north-east contrast - a
'longitude' factor. It is also possible to identify specific features
of many of the remaining factors: factor 6 shows a contrast a~ross the
Pennines, factor 7 is a coastal/inland contrast for North Scotland, factor
9 is specific to East Anglia, factor 10 shows a contras* between the
coastal regions of the Moray Firth and Firth of Forth and the ILowlands
with the rest of the northern parts of the UK., factor 12 is an east to
west contrast over Scotland and facters 13 and 15 seem to explzin some
of the individual responses of stations - particularly over England and
Vales.

There is no reason why the maps should explain the causes of the
variation of minimum temperature; they are just one way of describing
the variation as 'characteristic patterns'. Nevertheless they do support
intuitive ideas and previous studies of the climate of the UK ia which
latitude, distance from coast, altitude and specific effects of topo-

graphy have been found to be important.

Preliminary investigaticns, using solely 1976 data, showed that many
of the faciors were strongly associated with particular synoptic patterns.
This was revealed by evaluating the mean sea'level pressure pattern for
each factor for those days on which the factor had a high loading.
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Factor 1 occurred with westerly flow typical of average conditions ancd
factor 2 under anticyclonic conditions. Factor 3 was important with a
strongish north-westerly airflow and factor 4 with northerlies orvsouthgrlie
(depending on the sign of the factor loading coefficient). The other
factors corresponded to the position of the anticyclone or ridge conditions
affecting particular regions of the UK. :
The factors determined above are one of a set of Empirical Orthogona’
Functions; this set gives an optimum representation of the data. The Py
factors may be used in several ways, particularly for regression, but the
principal reason for their derivation was to enable a set of Climatic
Regions 1o be objectively defined. Their use for the assessment of the
quality and representativenesé of observations, and for drawing climato-

logical maps will also be shown

3.3.,2 Climatic Regions

Climatic Regions applicable to values of daily temperature have many

uses including

- selection of groups of stations with similar characteristics for

use in areal quality control

o~ guidance in answering climatological enquiries g
- understanding the underlying causes of the variation of temperature

- definition of areas for forecast purposes.

Figure8 shows the areas currently used for areal quality control. They
have been defined using experience gained ovex many years and have been
chosen for use with botl ninimum and maximum temperatures. Also, each
srea was drawn so that it contained not more than 14 stations. Some
stations are treated as belonging to two areas. The aim of this woxrk

is to determine regions objectively and to try to optimise the location

of bcnudaries between regions. The process has teen tackled in two sceps =
the first to find groups of stations and the second to locate the

boundaries. £

Cluster Analysis was used to group stations. For convenience the
analysis was performed separately for the two overlapping areas shown in . .
figures 1(a) and 1(b) and was interrupted at a point where each group
could not be sensibly subdivided any further. Figures 9(a) and 9(b)
gshow the results of the clustering. Each station is identified by its

10



group number (0 to 41 in the nofthern area and 50 to 98 in the southern
area) but note that a further 53 stations in the northern area and 78 in
the southern area are not shown as they would otherwise obscure values
already plotted. Most groups were chosen with at least 5

stations in the group but some exceptions were made for obviously distinct
groups such as group 41/98 (Moor House and Widdy Bank Fell in the high
Pennines). Some stations do not cluster with any other station and are

identified by - *¥,

A set of lines have been drawn which help to identify the groups.
These lines were objectively determined by a method described below but
at this stage they are not intended to identify stations into their
precise groups. It can easily be seen that there would be greai
difficulty in subjectively determi.,ing lines to mark zones of transition
from one group to another. Most of the groups are geographically
coherent and cluster stations which one would expect to have similar daily
climates (such as groups 60 or 61 along the southeast coast, group 76 for
London, group 53 for most of Cornwall). One group which is not geograph-
ically coherent is group 55 - GrenZon Underwocd, Medmenham, Easthampstead,
Marlborough and Lacock. This is a group of stations often regarded as
'frost hollows'. Santon Downham, in East Anglia, a frost hollow mentioned
by Manley (1970) as having almost twice as many air frosts as nearby
stations, does not cluster nor do Elmstone and Bastreet which are zlso

frost hollows.

There are many alternative ways of performing a cluster analysis
-of the stations eifher by adopting alternative algorithms or by
weighting the factors in some way or other. The present arproach,
vwhich gives equal weights to the factors produces a set of

regione which have a similar daily climate. It
is also possible tc weight each factor in proportion to the variance 1t

explains over a given period. The regions wounld then describe climatic
zones corresponding to that period. This was done in preliminary work
using only 8 factors with data foxr 1976. The result showing the UK
broken down into only a few regions is shown in figure 10. In this case
the lines have been drawn subjectively to delineate the regions. The
thicker lines delineate the country into just 7 regions and distinctly
show a coastal region, an inland region of England, a south Scotlanq/
N Ireland region, a Scottish Highland region and a N Scetland coastal
region. The regionalisation is not the same vhen the factoxs are

egually weighted.



The next stage is to classify new stations or points. This was
done by evaluating a set of Discriminant Functions determined by
performing a Discriminant Analysis on the factor scores with the stations
grouped according to the results of the Cluster Analysis. Each point
on a 10 km grid covering the UK (but treating north and south areas
separately) has thus been classified and figures 11(a) and 11(b) show
isopleths of the probability regions for each group. Only 3 isopleths o
have been drawn for each group - 50% (continuous line), 95% (pecked)
and 99.9% (dotted). The 50% lines provide an estimate of the position off
the boundaries between groups that could not be drawn using only the
knowledge of the group to which each station belongs. The distance apart
of the 50% and 95% lines indicates the width of the transition zone from
group to group whilst the 99.9% line gives an idea of the coherence of
each group. The map gives a picture of groups apporopriate to lucations
which are representative of an area of 10 km x 10 km or so and not to

individual locations with unrepresentative characteristics.

The output of the Discriminant Analysis indicated that a fow staiions
had been wrongly classified - these staticns were reclassifed. Some other
stations for which the probabilities indicated that they might equally
lie in more than one region were not used for classification purposes

since each station could only be used in one region.

Many of the regions shown in this classification seem to have a
close relation with the orography. A North Highland Region (328) is
sflit in two by a Great Glen Region (36) and is more or less surrounded
{0 north and west by the same region. Region 10 approximatciy defires the
Tay Valley whilst there are regions corresponding to the Tweed Valiey (15)
and The Vale of York (20/55). There are narrow coastal regions around
many parts of England and Wales ard the high ground of Partmoor and
Exmoor is defined. London is a region (76) as are the Cheshire Plain
(62) and Salisbury Plain (74).

The Mahalanobis Distance can be used to identify which paris of the ,

country are a long way (in the factor space) from any of these groups.

Figure 12/ shows the minimum Mahalanobis Distance (multiplied by ten) -

to the centre of the nearest group. Larger values indicate

when new groups need to be defined or where more stations need to be
located so that groups can be defined. The figure; in which pecked values
indicate a distance greater than 5, shows that there are problem areas ;
in the north of Cornwall, Somerset, Dorset, parts of Wales and generally

over many areas of Scotland, Santon Downham is also strongly marked in

12



4his figure and since there is comparatively no shortage of stations in
Bast Anglia it shows how unrepresentative are the values of some of the

factor scores at Santon Downbham

3e3.3 Qualitv Assessment

This section shows how statistics based on the factor scores may be

used to assess the general quality of observations at each station.

fThe distribution of the residvals from equation 1 may be studied
®oth with respect to day and to station in order to determine how well
the factor model fits the observed data on given days or at particular
stations. The residuals include error contributions from at least the

Lollowing sources

-~ the inadequacy of the factor model in representing the peculiarity

©of a station site or the temperature variation on a given day.

- Junsirumental errors

-~ wbserver errors

-~ data processing errors.

Since the model accounts}for a large proportion of the variance of the
gdata it is worthwhile studying the residuals to identify stations with
Jearge -values. All days of 1974 were used in a regression of minimum
demperature against the factor scores for 197}/77 using the BMDPEM
mﬂitivariate linear regression program. In order to use as many
stetions as possible the estimated values of missing data were used in
{the regression, but residuals from these values were not nsed in compiling
statistics for each station. The standard deviation of the residuals
xanged from 0.5 degC to 1.9 degC with a mean over all 627 statiuns of
©.97 degC. A sinilar analysis using maximum temperatures (regressed on
factors for 1973/77 determined from maximum temperatures) gives values
xenging from 0.4 degC to 1.6 degC with a mean value of 0.79 degC over
%98 stations. The distribution of the standard deviati-as is shown in
fLigure 13; it can be seen that the distribution is skew and that for most
stations values lie between 0.6 and 1.4 degC fér ninima and between 0.5
and 1.1 degC for maxima. Values for stations with small residuals are
&iven in table 4(a) and those with large residuals in table 4(v). In
general values are large (or small) for both minime and maxima at the
@ame station except for 5258 XEW, 5592 EASThampstead and 5418 FERNhurst.

3
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‘ : The KEW values are from a psychrometric instrument (one of only three
stations using this method of measurement in these data) and EASThampstead
has the characteristics of a 'frost-hollow! under some (not yet specified)
conditions. It can also be seen that several Meteorological Office
stations are shown in the list with small residuals but none are in the

list with large values.

In order to give a further glimpse into the variation of the
residuals two further tables are provided. Table 4(c) gives values ot
for the WMO Reference Stations and table 4(d) for stations in England
and Wales considered by the Climatological Services Branch as 'frost-

hollows!'.

Preliminary investigation of the general distribution of the

standard deviation of residuals suggests that:

- iesiduals in the north tend to be larger than in the south (though
this may merely reflect the station density)

- known frost-hollows generally have large residuals (=5 1.1 degC)

= Meteorological (ffice stations tend to have small residuals | ‘
- stations with long period records tend also to have smaller %
residuals : >

Studies to confirm these possibilities (in particular with respect

to the type of station, authority and length of record) are in progress,

Values of the mean residuals (which are also given in tables 4(a)
{0 4(d)) are generally small (i.e. less than 0.3 degC) though larger
values have been found for some stations with incomplete records over the
five ycars and for some relatively isolated places such as The Scilly Island:
and stations in the Orkneys and Shetlands.

Some stations with large residuals provide very severe problems
during quality control processes (e.g. USK) whilst others have already .
closed (e.g. HAVErford West, HOUGhall, MACKworth) or are no
longer received (e.g. CEINwys, WREXham),and the quality of returns from
others leaves much to be desired (e.g. FERNhurst, HAMPton Loade, HARRow e
Weald). Another problem is that many of those stations with large

)

residvals also have incomplete records both for 1974 and for the period

1973/11. o : ’

14




The above statistics show how well values at a station may be

estimated using the observed day to day values from all stations in the
network. It is also possible to assess how well stations fit spatially
by studying the differences between the observed factor scores and the
values interpolated by the single variable analysis. The analysis was
tuned to fit observations closely yet retain reasonably smooth patterns;
nevertheless,not all factor scores are fitted well. Teble 5 gives all
stations with residuzls greater than 1.0 or five times the root mean square
deviation when compared with the residuals over all stations in the
area. Some stations are particularly poorly fitted which indicates that
they behave very peculiarly under conditions favourable for the

factor. Some of these stations are regarded as 'frost-hollows' (see
table 4(d)); it can be seen that many do not fit in at least one

factor - particularly factor 13.

The LONDon Weather Centre (urban roof site) and CHELtenham (urban
site) are other examples of stations which do not fit - in this czse
because they are too large in factors 3 and 6 respectively. Values of
the analysis residuals can clearly be used to identify stations with

unvsual or un-representative properties worth further investigation.

I+ is interesting tr compare the standard deviation of the station
residuals with values of estimates of r.m.s. errors of linear inter-
polation given by Hopkins (1977) in a study of interpolation errors for
East Anglia. Approximate values taken from his paper are given in
table 6 for two station spacings representing denée and sparse data
areas. Values are certainly of the same general level although Hopkins'
values for maximum temperature are a bit smaller. Together these studies
suggest that the random variation of daily extreme temperatures measured
in a Stevenson Screen may have an r.m.s. variation of about 0.5 degC for
minimum temperature and about 0.4 degC for maximun temperature. However,

many combinations of site and observer cannot achieve such small values.

A1l the information found above indicates how well (or badiy) data
from each station can be ritted and values using recent data should
prove very useful in highlighting stations that need further investigation.
Large deviations of factor scores from the analysed patterns would
indicate stations which are unrepresentative under the conditions

when the factor is important, whilst poor statistical valuves in
estimating daily temperatures might indicate poor observing practices.

5




Quality assessments from this type of work may help to identify which
stations need more frequent inspections and which stations may be régarded
as not representative of wider areas. It should also be possible, when
severdl years data have been fully processed, to identify stations §

whére changes have affected the homogeneity of records.

3:3;4 Climatological Maps
Climatological maps are usually drawn using long period means of

the order of 30 years. Detail on such maps is often generated by using

stations with shorter periods and adjusting their values to the long

period by comparison with nearby long period stations., It is possible

to determine coefficients for the characteristic patterns which are appro-
priate to a different period from that for which they were derived pro-
vided there are stations with sufficient data operating in both periods., Th
map obtained by combining the factors with these coefficients then has :
&bsolute values corresponding to the chosen period and relative detail
gorresponding to the period used to derive the factors. This can be done
Bacanse the factors are an efficient and optimum representation of daily

¥4lues and ipso facto of long period means.

The 1941/70 temperature averages published by the Meteorclogical
Office (1975) were based on data frow about 280 statio.s whereas the Fe' 3
tharacteristic patterns formed above are based on data from 679 stations. -
ﬁﬁﬁibbriate coefficients for each factor were obtained by linearly regre-.
Esing monthly mean values of the 1941/70 minimum termperatures on the .
#.3%or scores for 1973/77. Only 233 stations with values toth of 1941/70
fiverages and 1973/77 factor sccres could be used to determine the
€8afficients and some of these with substantially less than 30 years of
fata were given reduced 'reight in the regression. An example, the
Jahvary map, obtained by this process, is shown in figure 14(a). Values
Viiich are representative on a scale of about 10 to 20 km have been reduced -
%o sea level using a lapse rate of 5 degC per 1000 metres. The map may
be Coupared with the corresponding published average map reproduced in
Tigare 14(b). It can be seen that the values, in genei.l, differ by less °
than 5;5 degC. The fit, from the regression on the 233 stations that
€6uld be used, is indicated by the following statistics:

§]

8tandard deviation of residuals: about 0.25 degC

)
squared multiple correlation of the observed temperatures with the

factor scores: 0.96

411 residuals are approximately normally distributed with values
between -0.65 degl and +0.66 degC except for Scilly (1.08 degl) F,
16




and Lizard (1.3%0 degC).

There are, however, several differences in the patterns. The largest

occur:

a)

e)

over southwest England where the main gradient is over Somerset

and Dorset rather than parallel to the coast of Devon,

over West Wales where there is virtuslly no gradient parallel to

the coast,

over North Vales where the temperature minimum is very much

seduced,

over Worthwest Scotland where there is much less gradieni parallel

to the coast and

over Central Scotland where values are a little warmer.

I% may be noted that in prcducing the official maps

i) There are virtually no inland stations in Devon and Somerset,

ii) The detail zlong the west coast of Wales is mainly based on

4 shorter period stations all near Aberysiwyth of which only
Aberystwyth exceeds 1.7 degC.

iii) In West Vales isopleths are drawn to fit Haverlordwest which

is both a 'f:ost-hollow' and on the one year sample of data

used above is poorly fitted by the factor score maps.

Comparisons are especially difficult Yo make because

in the areas mentioned above there are few suations with a full

30 years data

in Central and North Scotland many stations are in wvalleys which

are not necessarily typical of a2 10 x 10 km local area

a lapse rate of 5.degC per 1000 metres is assumed for reduction to
sea level. Values other than this would give different results.

7




Nevertheless the objective map is quite reasonable., For the sample shown
it does however suggest that there is much less influence on temperature

dvue to distance from the west coast than is shown on the published map.

It is very easy to prodﬁce the map corresponding to actual
topography. The map corresponding to the topography of figure 7 is
shown in figure 14(c). This is very appealing in that it gives a ftrue
impression of the actual temperature distribution and could of course be
easily redrawn using any suitable scale of topography. The objective i
charts are a little rough but it would be easy to smooth them

mathematically.

As more and more data, both raw and processed are handled by
computer, the production of clima*ological maps by entirely objective
techniques needs to be investigated so that the best products can be
obtained which make the best use of alli available data. Objective

techniques offer several advantages:

- maps can easily be produced at any scale with the appropriate

spatial smoothing of altitude
- the maps may be corrected by any specified lapse rate
- valuves can be supplied in computer compatible form

o the methods of analysis can take into account the quality of

observations at each station

- the shape and detail of maps may be appropriate to a short period
with a lot of data whilst the absolute values correspond to a much

longexr period of data from many fewer stations.

The main disadvantage is that patterns of the long period may be
poorly reproduced if the short period is anomalous though the generszl
level of temperature is unaffected.

If further tests on such techniques as these are successful it
might be possible to draw maps of parameters which otherwise prove
very difficult due to the small number of actual observations. For
instance, the number of hours with temperature above freezing may be
well represented by factors of maximwn and minimum temperature. Such
2 chart could then be drawn with the detail of a network of about 650
stations although héurly temperatures are measured at fewerlthan 150
stations. |

18




4. Conclusion WA I s S SRR o e 5.3
e This paper has shown how it is possible to use Multivariate Statistical Methods
« to derive characteristic patterns of climatological variables across the UK and to
- use them to divide objectively the country into regions. It has also shown how the
methods may give statistics which provide answers to questions which were hitherto
v almost unanswerable - for instance about the errors and representativeness of
* observations. Finally the characteristic patterns were‘used to produce objective

versions of climatological maps which are usually produced entirely subjectively.
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RABLE 3

Root mean sauare differences between station

factor scores and values interpolated by

gingle variable analysis, Values are standard scores

‘ No;?bvgzgg South Area
Factor

9 0,11 | 0.09

2 0,22 0.27

L 0,21 0.25

4 0,11 0.12

5 0,20 0.16

6 0,18 0,29

7 0,38 0.22

_ 8 0,22 0.23

9 0,22 0.23
10 0,32 0.38 '

11 0,15 0,27

12 0,27 0.24

13 0.19 0.44

14 0,26 0.16

15 0,20 0.34




List of stations with small residuals for 1974

Yalues are given of the standard deviation ( ¢"(r)) and mean () of the residuels

for both Minimum and Maximum Temperatures. The rank number is included. (¥0
indicates Meteorological Office station)
" DCNN Station Neme i M
T zim;d o (x) T ;:m;a
.'5556 READing ' ;0.05 3 0.41  +0.01 1
4406 EDGBaston +0.05 1 0.53 =-0.07 23
4522 OXFOrd +0,07 2 0.48 40,01 7
5131 HAMPton =0.00 10 0.4%3 -0.07 2
5258 KEW (Psych) MO +0.10 320 0.44 +0.04 3
3537 ROTHamsted +0,06 4 0.49 -0.06 149
5117 HEAThrow ¥O +0,08 1€ 0.44 -0.C3 4
5592 EASThampstead MO =0,02 247 0.46 40,01 5
: 5§42 S?ﬁ?;:i§§°“ MO 40,06 5 0.75 +0.09 279
3534 GARSton 40,07 16 0.47 =0.11 6
4206 WATNall 10 +0.02 6 0.59 =0.15 65
8881 EXMOuth +0.00 7 0.72 -0 05 247
5588 HURLey 40,07 - 142 0.48 +0.02 8
4061 SHEFfield 40,10 8 0.77 =0.03 303
65259 KEW (N.V.S) MO +0,03 29 0.49 +0.06 5
5863 LARKhill MO 40,16 g 0.58 40.02 42
9142 ALDETgrove MO +0. 0k 66 0.49 20,12 10
1646 EDINburgh (E.O.) 9,15 11 0.65 =0.01 121
56(0 SOUThsea +0,00 12 0.58 =0.06 47
4447 ELMDon MO =0.07 69 0.50 +0.02 12
5694 ALICe Holt +0.09 30 0.50 +0.03 13
4398 WITTering MO =0.01 13 0.58 -0.06 50
. 3374 WYTOn MO +0,04 14 0.58 ~0,03 45
9347 LOUGhgall $0:12 . 209 0.50 =0.10 14
5575 SHINfield =0.04 21 0.52 +0.20 15
0.79 -0.18 328

4043 HUDDersfield Oakes

+0.08

15
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| . TABLE 4(b):

List of stations with large residuals for 1974

Values are given of the standard deviation (o (r)) and mean (T) of the residuals

for both Minimum and Maximum Temperatures. The rank number is included.

Minimum Maximum .

DCNN Station Name . s

o(xr) T  rank o(x) T rank
7229 GRIZedale 1.88 -=0.29 627 1.1 +0.05 Y74
8555 USK * 1.8%3 ~-0.41 626 1.04 -0.15 554
1411 ABERfoyle * 1.73 -0.18 625 0.99 +0.11 535
7657 RUTHin 1,68 -0.18 624 1.15 +0.11 584
7905 CEINws ¥ 1,67 =0.17 623 1.08 +40.18 569
5157 HARRow Weald 1,61 +40.02 622 1.39 =1.53 596
8752 WINFrith 1.58 _ -0.18 621 0.84 +40.09 400
8153 HAVExford West 1.57 =0.37 620 - - -
4162 MACKworth 1.55 <0.02 618 157 +0.16 598
5418 FERNhurst 1.55 =0.65 619 0.57 +0.01 41
4792 HAMPton 1.54 -0.08 617 0.92  +40.43 492
2378 FILEy 1,06 +0.21 440 1.54 « 40,710 597 o
6747 DUNDeugh 1,48 +0.01 616 0.87 +0.05 429
216% HOUGhall 1.47 -9.°8 615 0.91 +0.21 468
0088 BALTasound 1,46 +0.19 614 .03 #0:54. 553
0104 SULE Skerry - 1,46 ~0.04 613 - - -
7178 GREAt Dun Fell = - - 134  -=1.98  .595
0575 FORT Avzustus 151 =022 590 T30 =012 435994
4217 MANSfield ¥ 1,26 -0.04 574 1.30 -0.09 593v
0343 CASSley 1,26 ~0.60 " 571 | 1.29 . D01 592
2494 SKECness ¥ 1.02 " =0. ¥ -+:398 127 #RAT 59
%064 CROMer - 0,99 +0.%4 374 1.25 =0.71 590
5827 LACOck 1,07 +40.06 451 1.22 +0.21 589
6896 NEWIon Stewart 1.21 . %0.21 1588 1.46 +40.07 612
©970 JERSey (St §elier) ' 0.93 +0.06 305 1.19 +0.16 587 -
7408 RHYL 1,89 " #0.487 584 1.18  40.20 586
9241 KILKeel 1.16 _ 40,06 515 1.18  +0.28 . 585 .

Note: ¥ indicates stations which report with precision of 0.5 deg.C

*% indicates station which reports with precision of 1.0 deg.C




Lint of WMO Reference Stations and Statistics for 1974

Values are given of the standard deviation (o=(r)) and mean (T) of the residuzls
for both Minimum and Maximum Temperatures. - The rank number is included.

DONN Station Nane s . Taximm

o (r) T rank o(r) T  rank
004% LERWick (Psych) 1.12  40.11 48k 0.65 . +6;23 409
0044 LERWick (S Secreen) 1.09  +0.17 466 0,86 40,31 418
0425 STORnoway 1.24 +0.14 567 0,89 40,06 450
1577 LEUChars 1.08 -0.18 457 0,70 0,06 198
2245 LEEMing 0.83 +0.09 175 0,81 =0,03 352
%127 HONIngton 0.66 -0.03 25 0.61 40,05 78
4406 ‘EDGBaston { 0.55 +0.05 1 0,53 =0,07 23
5113 HEAThrow 0.63 +0.06 18 0,44 =0,03 4
5258 KEW(Psych) 0.94 +0.10 320 0,44 0,04 -3
5259 KEW (N.W.S) 0.67 +0.03 27 0,49 +0,06 9
6677 ESKDalemuir (Psych) 1.07 +0.04 446 0,63 =0.04 S0
6679 ESKDalemuir (S Screen) 1.02  +0.08 404 0,71 40,08 221
7377 RINGway 0.7t +0.15 51 0,64 +0.,02 111
7511 VALLey 0.90 ~0.10 259 0,88 =0.01 - 437
8812 PLYMouth Hoe 0.7 ~0.09 87 0,65 40,07 185
9142 ALDErgrove 0.73 +0.12 66 0,49 40,04 10

R




TABLE 4(d):

List of 'frost hollows' (Fngland and Wales) and statistics for 1974

Valuves are given of the standard deviation (o°(r)) and mean (¥) of the residuals

for both Minimum and Maximum Temperatures.

The rank number is included.

DCNK Station Name REHESIIE Sapiom

o (1) T rank | o(r) T rank
216% HOUGhall 1.47 -0.28 615 | 0.91  +0.21 468
2273 PICKering 1.13  +0.08 495 | 0.82  +0.04 370
2425 LINColn | 1.20 -0.08 540 | 0.60 -0.03 73
3031 SANTon Downham 117 ~0.16 526 0.70 +0.07 192
4237 VIARSop 1.09 +0.13 467 0.65 +0.06 119
4341 CALDecott 0.98 -0.06 366 | 0.58  -0.07 46
4561 MEDMenham 1.13 - +0.00 496 | 0.54  +0.02 29
4567 GRZNdon Underwood 0.89  +0.05 252 | 0.53 -0.14 25
4767 NEWPort 0.99 +40.04 372 | 0.59  +0.01 61
4886 PRESton VWynne 1.40 -0.31 602 | 0.83 -0.04 388
5255 MICKlehan 1,22 «0.20 555 | 0.61  +0.00 82
5656 WINCheste~ 1.05 -0.13 422 | 1.06 -0.03 _ 565
5827 L:COck 1.07  +0.06 451 1.224% = 40421 589
5877 MARLborough 0.90 _40.20 260 { 0.52 . -0.0% 16
7228 CARTmel 1.22 - 40:13 - 556 | 0.76  “40:07 . 292
7223 GRiZedale 1.88 -0.2% 627 11 +0.05 577
7623 ALWEn 1.21 =0,03 546 | @.712 . =0.00 . a8
7665 LOGGerheads 1.46 ... 40.01 ~532 1 0,78 0,00 V8
7884 CORVen 1.3%2790,09. . ‘591 k. D.89 & 0,58 - #51
8068 GOGErddan 1005 <0.01° " 4231 0.68.. 46,15~ A69
8153 HAVErford %“est 1.57 -0.37 620 - - -
8235 CLRMarthen 1521 % #0449 847 I 0.84"  40.04: 398
8555 USK 1.8% 0.4y 1626 1 1.04 " 0816 554
8855 TOTNes 1,21 40,00  B4g - . -




Stations whose factors fit pcorly with the analysis

Values are given of residuals ('observed' -~ 'analysed') greater than 1 or 5 x rms

(Note:

7905
57
5046

7623
8153

5683
8153
5656
5046

8153

5805

5387
5418

5490
8768

5387
1912
4967

* indicates station with less than 3 years data).

South Region

(5 x mms
CElNvs
HARRow Weald
LONDon W.C.

(5 x rms
ALWEn
HAVErford VWest

(5 x rms

"

0.45)
~0.58
-0.57
+0.52

1.35)
~1.46
-1.15

1.25)

BUTSer (Hillhampton) -1.52

. HAVErford West

WINChester
LOFDon W.C.

(5 x mms
HAVErford Vest
TROWbridge

(5 x rms
EIMStone
FERNhurst
HASTings
SHAFtesbury

(5 x s
ELMStone
MOEL Cynnedd
CHELtenham

-1.06
+1.09
" +1.32

0.60)
-1.29
-0.61

1.45)
-1.63

-1.54

+1.44

Factor 1

Factor 2

Factor 3

*x %k %

£

Factor 4

Factor 5

*

~ Factor 6

6478

9162
6276
(6457

9134
9162

9434
2257
1993

North Region

(5 x rms = 0.55)

(5 x rms = 1.10)
CARNwath

(5 x rms = 1.05)
DiVIs Mountain
FARLs Hill
SALSburgh

(5 x Tms = 0.55)

(5 x rms = 1.00)
LISNafillan
DIVIs Mountain

(5 x ms = 0.90)
LISLap Fell
MARTon
SOURhope

-1.25

-1.50
~-1.38
~0.96) *

“1007
+1.03

+1.01
+1.06
+1.66 *



7604
5646
8073

5387

5337
8768

2425
- 2213
6853
8986

4146
5256
8153
7866
5297
7678
8009

6235
5426

" (5 x ™ms = 1.20)

BETWs~y-Coed
SPARsholt
SWYDAffynnon

(5 x ms = 1.25)

EIMStone

]

(5 x ™ms = 1.15)
CHATham South

SHAFtesbury

(5 x rms = 1.90)
LINColn
PICKering
T0TNes
BASTreet

(5 x yms = 1.35)
CHATsworth
KW (Psych)
HAVErford West
BALA
ADDIngton
2VLChgwyn
LBERporth

m

(S ¥ ™Mms = 1520)
CARMarthen
NORTh Heath

Factor 7

_1.94 *
-1,00 *
+1.16 *

Factor 8

-1.48

Factor 9 “

-1.23 *
+1.52 *

Factor 10

~3.33
2,26 .
-2,01 *
~1.48

Factor 11

«1.87 *
-1.84
~1,13 *
«1.00
1,02 *
+1.08
+2,22

Factor 12

“1520
+1.31

0584
6064
9162
0482
6457
1103
0499
0449

1411
1993

4057

2273
9025
9091
6896

1462
1411

1042

(5 x ms = 1.90)
LAGGanlia
KliAPdale Forest
DIVIe Mountain
FORTrose
SALSburgh
CLAShnoir
TARBatness
KNOCkanrock

(5 x ms = 1.10)
ABERfoyle
SOURhope

(5 x ms = 1.10)
HARRogate

(5 x yms = 1.60)
PICKering
LOUGhermore Forest
TRLAG Point
NEWTon Stewart

(5 x ms = 0.75)
GLENeagles

ABERfoyle

(5 x ms = 1.35)
GRANtown-on-Spey

~2.48
-1.01
+1,08
+1.13
+1.36
+1.72
+2.,22
+2.81

-1.64
+2.53%

-'1 .62

-1.14
+1.14

-1.54



5877
5387
3031
8633
8153
5258
5805
4958
4146
5592
8078
4364
8632

8073
4995

5683
8312

5046
5297
5393
5392
5399
5687
5365
4465
5380
8964
. 9323

(5 x yms = 2,20)

MARLborough
ELMStone
SANTon Downham
NETTlescombe
HAVErford West
KEW (Psych)
TROWbridge
INNSwoxrth
CHATsworth
EASThampstead
LLETy-evan-Hen
MOULton Park

NETTlescombe
(Birds Hill)

SWYDAffy
LITTle Rissington

Factor 13

-2.53
~-2.45
=2+39
~-1.29
~1.18 *
-1.10
-1.07 *
-1.03 *
-1.02 *
-1.00
+1.02
+1.17 *

+1.24

+1.29 *
+1.99

Factor 14

(5 x rms = 0.80)
DUTSer (Hillhampton) -1,19 #

CENArth

-0.99 ¥

Factor 15

(5 x yms = 1.80)

LONDon V.C.
ADDIngton
ST.Margarets Bay
DOVEr (RMS)
MARGate

LONG Sutton
THROwley
CUVEntry Airport
FOLKestone
ST.Austel (Bethel)
HADLow College

~-1.45
~-1.26
-1.22
-1.05
~1.03
~1.02
~1.01 *
+1.03
+1.03
+1.18 *
+1.71

1303
6896
1478
2260

6287

1478
6276

9190
9188

(5 x rms = 0.95)
FETTexrcastle
NEWTon Stewart
ASHIntully Castle
YORK Heslington

(5 x rms = 1.30)

-1.3%2
-1.17
-0.99
+0.99

STIRling (Batterflats)-1.13

ASHIntuvlly Castle
EARLs Hill

(5 x Tms = 1.00)
XILRoot
LARNe

+1.54
+1.74

-1.33
-1.02



TITLE 6:

. .

. Estimates of ms errors of interpolation (geggl of daily @emgeratures by linear

interpolation - taken from Hopkins (1977)

_" . e e e -~
" ’ Minimum Maximum
.‘ - — [ o
Station spacing: 25 km 75 km 25 km 75 km
Network: - ' |
- Best possible 0.60 0.75 0,35 0.45 (summer)
0.55 (winter)
' - Typical 0.70 1.00 0,60 0.6€5 (summer
0.75 (winter
Ty Proeap T
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Daiiy Minimum Temperzture 1973-77 ~ Factor 2

Fig, 3(b
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Fig., 3(d) Daily Minimum Temperature 1973-T7 = Factor 4
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Fig. 3(e) Daily Minimum Temperature 1973-77 - Factor 5
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Fig. 3(x) Daily Minimm Temperature 1973~77 - Factor 11 - =)
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Variance explained by each component of

2 Fig, 4 15
20 . Principal Component Analysis for 1977
{Daily Minimum Temperature)
x Components 2 to 30 10 =
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Fig. 6 Topogré.phy of U.K. interpolated from values at Climatological Stations
v (Contours are at. 100 metre intervals. 50 metre contour - over south and
east of England only ~ is shown as a pecked line) '+
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Pig. T Topography of U.K. drawn from values on a 10 km grid obtained by meaning
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(Contours ars at 100 netre intervals. = 50 metre contour - over south and
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Fig. 10 Regions defined by
Cluster Analysis of weighted
Factor Scores of 8 factors
for Daily lMinimum Temperature

weignhted
variance

Each factor is
in proportion to the
it explains.

(ILines separating rogions
have bezn drawn subjectively
" and region numbers are
detined zroitrarily)
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Pig. 12

€

M

Minimum value of Mahalanobis Distance to any group using groups defined

in fig. 9(a) and fig. 9(b) for Daily Minimum Temperature - 1573-77

(Values are standardised distances x 10)
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Climatological Normal for January (1941-70) reduced to m.s.,l. derived
fronm 15 Pactors of Daily Minimum Temperature for 197377

(Values are degeC x- 10 and are reduced to m.s.l. us:.ng a 1apse rate

of 5 deg.C per 1570 metres) : . _d
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Temperature ©C
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JANUARY

Reduced to Mean Sea Levol
0-5°C/100 metres
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Fig, 14(Db
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Minirmum Temperature for
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~ reproduced from
Meleorological Cffice

(1975).
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Fig, 14(c) Climatologicel Normal for Junuaxy (1941-70) derived from 15 Factors
of Daily Minimum Temperature for 1973-77 (net reducad to m.S.de)
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