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ABSTRACT

It is shown here that there exists a regime of balanced frontogenesis which is forced
almost entirely by the diabatic heating due to convection at a front. This theory is ex-
plored in the context of the horizontal shear frontogenesis exhibited by the two dimen-
sional semigeostrophic equations with an Eady basic state. As convection at fronts is,
at low levels, due to the moisture convergence of the cross-frontal ageostrophic flow,
the model described here uses a CISK parametrization scheme. The significant result is
that the growth rate of the convective frontal system becomes independent of the total
wavelength of the domain, once.the. diabatic heating exceeds a relatively large threshold
magnitude. In this regime the frontal zone has a width and structure dependent on the
heating magnitude but not on the wavelength. The system is described as ‘solitary’ or
‘isolated’ since the dynamics are self-contained and independent of the far-field.

The energetics of the system have a diabatic conversion which is an order of magni-
tude greater than that due to the large scale along-front temperature gradient. The
large scale forcing is, however, necessary as a catalyst, in maintaining a weak ageostr-
ophic convergence which allows the convective heating to be triggered. The constraint
+ of along front geostrophic balance means that convective forcing alone cannot maintain
frontogenesis. It is suggested that the convectively dominated front has features of its
behaviour which bear a similarity to a mid-latitude squall line. This may be the reason
why synoptic fronts can often spawn such squall lines.

The propagation and dynamics of the front are interpreted in terms of the notion of a

‘diabatic Rossby wave’.




1. Introduction

The study of atmospheric fronts at which convection occurs has taken two main
directions, pursuing the models of ‘synoptic front’ or ‘squall line’. In the study of
synoptic fronts it is now thought that mesoscale processes may be significant while
synoptic scale infuences are considered to exert an influence on squall line behaviour.
Here we suggest that a spectrum of convective frontal systems exists which, in general,
exhibits features of both basic models. The Bergen school initially referred to the
cold front of a midlatitude cyclone as the ‘squall line’; more recently, cases have
been documented in which systems classed as ‘squall lines’ have been initiated as
a ‘synoptic cold front’. Meischner et al. (1991) and Cram et al. (1992) discuss such
observations: in both cases the squall line propagated ahead of its region of genesis. Such
a feature raises important questions for forecasting. Since the propagation speeds and
propagation mechanisms of the two theoretical models are different, that of a synoptic
wave being determined by the large-scale structure of potential vorticity (pv) and
temperature gradients and that of a squall line by buoyancy processes at the cold pool,
it is important to understand the behaviour of systems for which synoptic forcing and
convective processes are both strong. This understanding is the basic aim of this paper.

Synoptic fronts are perceived to be formed as singularities of synoptic scale flows and
are seen to form in dry models (e.g. Thorncroft, Hoskins and Mclntyre, 1993). Moist
processes are seen as modifying the development. For instance, the diabatic heating
parametrization of Thorpe and Emanuel, 1985, (ThEm) for synoptic systems acts to
reduce the effective static stability of the atmosphere in regions of condensation: in
effect this means that flows may be seen in terms of conceptual balanced ‘dry’ dynamics.
However, on smaller scales such a picture may be inaccurate. Observations of fronts
involving active convection (such as Browning and Harrold, 1970, or Hobbs and Persson,

1982) tend to exhibit intense, narrow updraughts and there has been speculation (as in



Hobbs and Persson, 1982) that the cold front may act as a gravity current, for which
balanced dynamics may be inadequate.

On the mesoscale, squall lines have been seen as representing an organisation of
intense convection and have been successfully modelled without the consideration
of planetary rotation. However, recent work has suggested that the larger scale
flows associated with a squall line may be extremely important in conditioning its
environment {Lafore and Moncrieff, 1990; Garner and Thorpe, 1992) and the balanced
response to such systems may be crucial to their longevity. Similarly, work of Fovell
(1991) has shown how the existence of a balanced baroclinic basic state on a rotating
plane may help to maintain a squall line.

Craig and Cho, 1988 (CC88), in studying convective heating in polar lows, were able
to exhibit a theoretical regime in which diabatic processes are dominant over baroclinic
instability. The modelled waves showed & smooth transition between essentially ‘dry’
behaviour and moist dominance as the intensity of the diabatic heating was increased.
The moist-dominated modes showed a rather different structure to the dry wave, with
strong vertical motion and significant potential vorticity anomalies on the boundaries
of the convection. Although balanced and not admitting gravity wave behaviour, such
a model will be used here to suggest the existence of an intermediate regime linking
synoptic fronts and squall lines, in that the balanced model may become dominated
by the convective heating. An extreme model of the diabatically dominated regime was
provided by Snyder and Lindzen (1991) who constructed growing modes in an infinite
baroclinic fluid, in which the heating was bounded by horizontal levels: this flow is
not baroclinically unstable and the growth of waves is provided solely by the diabatic
processes.

CC88'’s growing waves were constructed, for analytical simplicity, with symmetry be-

tween columns of heating and cooling; an ‘unconditional’ parametrization. However, the



dynamics of observed systems are rather different, with strong asymmetry between nar-
row, convectively heated updraughts and broader, more nearly adiabatic downdraughts.
A more realistic representation of diabatic processes would involve ‘conditional’ heating
for which only the positive diabatic heat source is included. In the case of the ThEm
parametrization, the conditional form produces a marked scale interaction between
‘moist’ and ‘dry’ dynamics and the different roles of diabatically induced potential vor-
ticity anomalies and boundary temperature anomalies of a flow. In the ThEm case, how-
ever, the pure dry and pure (unconditional) moist modes have equivalent dynamics: in
a conditional version of CC88’s waves a more complicated dry/moist interaction may

be expected as the moist mode is dynamically rather different to the dry. It is the con-
ditional version of CC88’s system which is numerically modelled and discussed in this
paper. It will be shown that the moist-dominated regime exists within the conditional
formulation and, furthermore, that new properties are exhibited. The convective fronts
are self-contained or ‘solitary’ and as such represent a link between the studies of ‘squall

lines’ and ‘synoptic fronts’.

2. The Semigeostrophic Equations

The semigeostrophic (SG) equations (Hoskins and Bretherton, 1972) allow the study
of frontal features which are almost geostrophic in one horizontal direction but may
have strong vertical component of vorticity. They are ideally suited to the study of
quasi-two dimensional regions of strong baroclinicity in which the balanced winds may
be strong, provided the cross frontal ageostrophic flow is relatively weak. Observations
from the FRONTS 87 experiment, analysed by Thorpe and Clough (1991) indicate
that this assumption of geostrophy may be a good approximation in frontal regions.
Under the geostrophic momentum approximation (Hoskins, 1975) it is significant
that, in contrast to the quasigeostrophic (QG) system, the advection of momentum by

the ageostrophic wind is not small and is retained. Here the two dimensional form is



assumed and the front will always be taken to lie parallel to the y (‘meridional’) axis.
Summaries are found in Gill (1982, pp 571-578) and ThEm.

The system is simplified by transformation to ‘geostrophic coordinates’,

X=:c-%f—,Z=z, (1)

to give analogous equations to the quasigeostrophic system. In particular, redefining the
geostrophic streamfunction by ® = ¢ + %(03 + ug), the thermal wind equations may be
shown to hold in the new system.
Neglecting some nonlinear terms which are thought to be small, the semigeostrophic
potential vorticity, q, is defined as,
1,00
= —(—, 9

1=2Coz (2)
in which ¢ is the vertical component of vorticity and the pv tendency follows,

Dg (@S

DT = 202" (3)

where § = g% and T = ¢ is used to emphasise the change of coordinates. Note that
positive heating produces negative anomalies of pv above and positive anomalies of pv
below the heating region.

Thermal wind balance gives for the inversion equation,

Po G e

which is generally solved subject to boundary conditions of a specified field of § =
'%Q‘P 2. Now the semigeostrophic equations are the same for modified geostrophic

streamfunction, ®, as those for ¢ in quasigeostrophy. The coupling with ageostrophic
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motion occurs in the wgaz term of the Lagrangian derivative; this is zero for advection
on the boundaries. When moist processes are introduced, the heating will depend on
vertical velocity and ageostrophic effects will feed back through the pv tendency in (3)
and the advection.

Continuity implies that the ageostrophic flows for the two dimensional system may be
expressed in terms of a streamfunction, ¢, defined such that,
194 13y
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which is calculated via the Boussinesq Sawyer-Eliassen (5-E) equation:

Py 9 ( 9p 6¢)=_2Q___, (6)
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This is generally solved subject to the kinematic boundary condition of zero normal

flow, or 4 = 0, on the boundaries. The geostrophic forcing term, @, is defined as,
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Q=
and involves only geostrophic quantities: the S-E equation is purely diagnostic.

The scheme for solving the SG equations consists of inverting pv using (4), with
boundary conditions of 8, constructing @ from the geostrophic fields to solve the S-E
equation and using the wind fields to advect pv and boundary 6.

The inversion equation (4) and the S-E equation (6) will both be elliptic provided
the potential vorticity, g, is strictly positive throughout the domain. In physical terms
this means that the flows are stable to symmetric instability (Hoskins, 1974). In the
absence of heating, the ellipticity of (6) guarantees the uniqueness of its solutions: this

property is essential in the evaluation of semigeostrophic flows. For certain diabatic



heating formulations, such as unconditional CISK, free solutions of the S-E equation
(8) can exist, as shown by Parker (1993). In such a case, there is no way of explicitly
determining the ageostrophic flow of the system, and the problem cannot be solved
without the imposition of other arbitrary conditions. However, for the conditional form

of heating used here, free solutions do not appear to exist.

3. Shear Frontogenesis
a. Formulation of the Dynamics

Here we consider frontogenesis forced by horizontal wind shear. A simple framework
for such frontogenesis is provided by the Eady wave within which frontal regions form
via the shear mechanism. The basic state is a constant balanced shear with height in the
zonal direction.

Using the numerical model described in Emanuel, Fantini and Thorpe, 1987 (EFT),
waves, incorporating diabatic processes and pv anomalies, will be integrated into the
nonlinear regime. In the results described here, a grid of 40 levels in the vertical and 129
steps in the horizontal is employed. The basic state for the waves is a linear geostrophic
shear %_"g- = 3.0 x 1073s~! with a corresponding meridional temperature gradient E‘IT—Q
(constant) in thermal wind balance. Other parameter values used are tropopause height,

H = 10 km, Coriolis parameter, f = 10~%s~1 and static stability, 87 =4 x 107K m™1,

b. A Link Between Ageostrophic and Geostrophic Flow
For the Eady basic state there is a simple rule-of-thumb that will be applied in
the subsequent work, in the deduction of vertical velocity ﬁ'om geostrophic motion.

Considering the forcing of the cross frontal flow in (6),

Py 9 [ gp
822~ ax \1i 26, "

3 .
- —%B—X (205 (=Br) +5).

(8)



Here the meridional temperature gradient, 8y, is taken to be negative so that, in
effect, positive vy acts in the same way as S, as positive heating on the r.h.s. of the S-
E equation; this is the geostrophic thermal advection. Using simple scaling in (8) an

integral of this equation may be estimated as,

w ~ % (21:9 (—-9;:) + S) . (9)

provided the horizontal scale of the ageostrophic motion is less than the Rossby radius,
as is generally the case for a diabatically heated updraught, in which case the first term
of (8) may be neglected. This rule, which is suggested by Snyder and Lindzen’s (1991)
equation (17), will be used to estimate the ageostrophic flow from the geostrophic fields.
Although it can fail in extreme cases, close to physical boundaries or if the first term

of (8) is large, generally updraughts are associated with positive v, (positive thermal
advection) and vice versa. Since vertical motion tends to produce vortex stretching

in the lower region of the updraught, the low level jet tends to increase the vorticity
locally. The relation between these effects gives a wave its particular structure. At this
stage it should also be noted that since () is directly proportional to the basic state
meridional temperature gradient, there can be no Q-forcing of ageostrophic flow without

the basic baroclinicity, regardless of the geostrophic flow perturbation.

¢. Energetics
Energy terms are evaluated, as in CC88, in the form,

_lslm
GE = 55-5=(05), (10)
-_lg
CE = —5 2 (wd), (11)
1 faz
CA= E_ff(vég')‘ (12)



where GE is the conversion from diabatic heat sources to eddy available potential
energy, C'A is the conversion from basic state to eddy available potential energy and
CE is the conversion of eddy available potential energy to eddy kinetic energy. These
relations are obtained following a method analogous to that of Gill (1982 p 563) for the
quasigeostrophic equations. The ratio %% will be used to illustrate the relative roles of

the diabatic energy production, GE, and the baroclinic conversion, CA.

4. CISK Diabatic Forcing

a. Convective Heating Parameirization

As the ascent at fronts is due to the forcing of ageostrophic convergence at low-
levels it seems that a reasonable parametrization of convection would depend on
this convergence. The CISK type of heating— ‘conditional instability of the second
kind’—is specified to be proportional to the vertical velocity at a given height, with a
predetermined vertical structure. ‘Vertical’, in the semigeostrophic system, may be taken
to be geostrophic Z (‘slantwise CISK’, as in CC88) or physical z for upright heating,.
Specifically the heating is given, following CC88, by,

D =5 =Tzeh(Z)u(Zs), (19)

in the slantwise case, where Zp is the lower level of the heating. The structure function,

h(Z), is a specified function of height, normalised such that,

%_ jo " w2z =1, (14)

where H is the tropopause height and e is the nondimensional parameter controlling the
heating magnitude; CC88 cite observational papers which suggest that reasonable values

of € for polar lows can be up to 3.0, if surface moisture fluxes are taken into account.
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As in CC88, h(Z). ig taken to be a triangular profile with peak just below the mid-
troposphere at Z = Z; and zero heating above Z = Z7 or below Z = Zp. In general,
.these levels are taken, as in CC88, to be (Zp,Z1,Zr) = (0.1,0.4,0.7) x H, giving a
heating structure that is shifted towards lower levels. If the heating form given by (13)
is taken ‘unconditionally’ throughout the flow, there is unphysical diabatic cooling in a
column above regions of w(Zg) < 0. It is an advantage of the numerical simulation that
‘conditional’ heating may be invoked, applying (13) only when there is ascent at Zg.

The specific form of the structure function, h(Z), is important to consider, in that
it specifies the heights at which diabatically produced pv anomalies will occur and
consequently affects the degree of coupling with the dry baroclinic wave at top and
bottom. However, coupling is always likely to be more direct at low levels because
heating is defined to be proportional to the vertical velocity at the lower CISK level,
Zp, which will tend to be linked to the positive jet and positive thermal advection,
by the rule of thumb given in section 3.2. Note that boundary & perturbations may be
treated conceptually as thin layers of pv perturbation, using Bretherton’s (1966) model.
If low level vertical motion is associated with the meridional jets and thermal advection,
# anomalies and pv anomalies are likely to be linked near the lower surface. Positive
meridional wind gives positive thermal advection, while the associated ascent and latent
heating will give a positive low level pv tendency. Since surface @ and low level pv are
dynamically equivalent, the low level wave will be amplified by the CISK. Since, in the
CISK parametrization, heating is only directly linked to vertical velocity at low levels,
such a direct coupling will not occur in the mid- and upper-levels.

To summarise, briefly, CC88’s results, they found a distinct transition in the behaviour
of waves as heating parameter was increased. For low ¢ the modes were structurally
similar to the dry wave, with maxima of meridional wind and potential temperature on
the boundaries and a baroclinic energy conversion which was dominant over the diabatic

conversion. For larger e, greater than around e = 1.4, the diabatic energy conversion
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became dominant. In this regime, waves were structurally altered, with the maxima
of geostropkhic fields determined by the heating boundaries rather than the physical
boundaries and wavelengths of the fastest growing solutions were reduced. CC88 also
isolated a ‘pure CISK’ mode, a solution of the CISK problem with zero basic state
baroclinicity. This solution does not have a well defined growth rate and is difficult to
interpret physically. However, for the conditional heating employed here, such modes

have not been found.

5. Normal Mode Computations

As in Joly and Thorpe (1989)., numerical ‘normal mode’ solutions to the various
problems discussed are computed, under the SG formulation, using the so-called ‘initial
value’ technique. It is stressed that this method is limited by the inherent nonlinearity
of the ‘conditional’ relationship between heating, S, and vertical velocity, w. A smooth
(S,w) relationship may be linearised legitimately about w = 0 bui the conditional
2(w + |w]) type of function is not differentiable at w = 0 so linearisation is not strictly
valid. The process must be seen as the identification of a slowly varying structure of
small amplitude; an extension of the smooth heating cases which will be good numerical
approximations to the linear normal modes as calculated in CC88. In addition, it
is helpful to see these solutions, which are independent of initial perturbation, in
tandem with finite amplitude simulations from & specific initial state. Because of the
nonlinearity of conditional heating, analytical solutions to the conditional problem are
generally intractable, although EFT give a 2-layer solution to a conditionally heated
problem.

The initial value method used to evaluate these normal modes is to grow a solution
which remains small in amplitude so that the nonlinear terms are kept small. This is
acheived by shrinking the solution to small amplitude periodically. The reduction is
performed on the geostrophic streamfunction (since no pv perturbation is required for

unstable modes) and other quantities are rescaled in conjunction. This method attempts
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to find solutions with modal structure in geostrophic streamfunction: the initial
perturbation has maximum 6§ amplitude of around 10~ K. Despite the nonlinearity of
the conditional heating, in practice the amplitude of modes grows exponentially with
time.

As in linear studies, for the small amplitude numerical calculations advection is
dominated by basic state terms because the SG system becomes exactly QG in the limit
of infinitessimal perturbations. Similarly, M-surfaces, where M = X =z + 2}, become
almost vertical as v, tends to zero and thus there is no difference between ‘upright’ and
‘slantwise’ CISK in the small amplitude runs.

The simulation of the fastest-growing unconditional mode (figure 1} in which
wavenumber, k = 3.85 (nondimensionalised with the reciprocal of Rossby radius) and
heating parameter, e = 2.1, show that in this case the analytical solutions of CC88 are
well reproduced. Figure 2 shows results for the conditionally heated system, using these
same parameters.

Although the growth rate, nondimensionalised with % following CC88, is reduced
from o = 1.5 to o = 1.16 (figure 3), there is still an unstable mode in which the diabatic
conversion is much greater than the wave’s baroclinic energy conversion. In fact, the
ratio of integrated diabatic conversion to baroclinic conversion, g%, increases from 7.4
in the unconditional case to 11.9 with conditional heating. The reason for this is that
as the wave becomes less symmetrical, the baroclinic conversion decreases more rapidly
than the diabatic conversion, for given amplitude of the geostrophic fields.

The dominance of the diabatic conversion is increased, despite the fact that in the
conditional case pv anomalies are just positive at low levels and just negative aloft.

It might be thought that at any level opposite signs of pv anomalies would be needed
in order to have a growing solution. However, the zero and positive anomalies may be

seen as negative and positive anomalies to an increased mean pv at the given level (in
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the sense that the first term in a Fourier decomposition of the pv pattern would be the
mean of the pattern).

The conditional mode of figure 2 shows a marked contrast between the upper and
lower level patterns. Near the wave steering level, which is close to the upper heating
level, the negative pv perturbation is narrow and intense compared to the low level
positive anomaly. This is manifested in strong meridional jets aloft; in CC88’s results
a similar phenomenon was seen. Close to the steering level the pv anomalies advect
with the wave and amplify strongly whereas lower down the pv is advected away from
the heating region to form a broader and weaker anomaly. It should be noted here that
although the pv tendency in the computed modes is piecewise constant with height, the
zonal shear of the pv means that the induced anomalies have a height structure.

The low level jet in this simulation is elevated above the ground; another indication of
the significance of diabatically induced pv and 8 anomalies in this parameter regime. It
is the cutoff of pv with height that closes off the jet. Similarly, the boundary § anomalies
are relatively weak compared to the interior anomalies.

In the conditional solution, the lower level positive jet is more intense and more
localised than the region of negative meridional flow. The short lengthscale of this
jet is much less than a Rossby radius and lies on the eastern flank of the low level pv
anomaly. This may be understood by interpreting the pv pattern as being directly linked
to the relative vorticity, with { = f + vy x ¢, and noting that the integral of relative
vorticity alo:ig a horizontal wavelength is perforce zero. This qualitative form for relative
vorticity is confirmed in the model output and the jet lies between the maximum and
minimum of the relative vorticity field. Thus the x-dimension of the low level jet is
determined by the horizontal scale of the zonal pv gradient on which it lies. The jet
seems to be horizontally confined by the pv gradient. In contrast, the negative jet is

broader and weaker, as the western side of the pv field has a shallower gradient.

-14-



The vertical velocity field of the conditional wave shows that the strong diabatic
forcing of the S-E equation produces a dipole in gj‘% which generates an overturning
cell on each side of the updraught. Indeed, the downward velocity shown in figure 2
reaches almost 50% of the magnitude of the updraught: this is relatively large when
compared with conditional simulations simulations using ThEm heating, such as EFT.
“The downdraught to the west is the weaker of the two because of the positive upper jet
in this region, which will tend to force upward motion.

It is significant that the growth rate, phase speed and minimum updraught width
curves of figure 3 are all remarkably flat, from wavenumbers of order 2.0 to around
4.5, at which the growth rate starts to tail off. Within this range of wavenumbers the
dynamics of the active region of the flow, in the vicinity of the updraught, are almost
unchanging. It seems that the broader downdraught region has little influence on
the development of the wave, until around wavenumber 4.0. At this wavenumber the
horizontal extent of the periodic domain is reduced to a value close to the Rossby radius
of deformation, so that adja@ent waves interact and reduce the growth rate. The pv
anomalies of adjacent waves, whose influence decreases over a distance of order of the
Rossby radius, interact more strongly at higher wavenumber and the particular nature
of the individual waves is altered. For the longer wave modes, interaction between
successive waves seems to be so weak as to be irrelevant.

With the observation that it appears only to be the local dynamics which matter to
the long-wave conditional CISK modes, the active regions may be seen as exponentially
growing analogues of solitary waves, independent of each other provided they are
sufficiently far apart. The dynamics may be interpreted in terms of the pv tendency
at low levels. The positive pv anomaly close to the heating base-height, Zg, tends to
induce poleward flow on its eastern flank, by the mechanism described above. This
positive meridional jet may be interpreted as inducing upward motion, through the

S-E equation and the association of w with thermal advection; this gives a column of
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. heating. The heating provides a positive pv tendency to the east of the pv anomaly, as a
Rossby wave would through meridional advection, which gives the wave its propagation.
However, advective effects are not negligible, as may be seen from the intensity of the-
upper negative pv anomaly, which advects approximately at the same speed as the wave
propagates. The analogy with a dry Rossby wave is expanded in section 6.

Solutions at smaller wavenumbers than £ = 2.0 are difficult to compute numerically
as more than one mode appears in the domain. This is not necessarily to say that there
is a dominant shorter wavelength; rather that the waves are independent and may grow
out of numerical noise, provided they are separated by at least a Rossby radius.

The independence of the conditional modes to overall wavelength is peculiar to this
gystem. The unconditional modes of CC88 show generally sharp peaks in growth rate
with wavenumber. Furthermore, the conditionally heated modes computed in Joly and
Thorpe (1989) for the ThEm scheme also show peaks in growth rate, with roughly the
same functional shape as in the dry problem, as wavenumber is varied. The ThEm
system sets heating as dependent on local conditions at all levels and its dynamics
depend on pv anomalies at upper and lower levels—in this way it is much more akin
to a dry baroclinic wave in which the role of the boundaries is crucial. In the CISK
system, only the lower-level pv pattern feeds back directly on the heating. Consequently,
the wave is much less similar to the canonical Eady wave. With the dominant CISK,
the role of the basic state baroclinicity is to provide the mechanism for upward motion,

through the S-E equation.

1) SENSITIVITY TO HEATING AMPLITUDE]

Since the conditionally heated CISK modes for high value of heating parameter seem
to be only weakly dependent on overall wavelength in their growth rate, phase speed
and local structure, the behaviour of waves in this parameter regime may be determined

in a rather general way. One structure, for given large epsilon, will specify the behaviour
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of the system for a range of overall wavenumbers, provided the waves have the ‘solitary’
behaviour observed.

Figure 4 shows the behaviour of the parameters plotted in figure 3 as the heating
parameter, ¢, is varied. For high values of this parameter the modes exhibit the solitary
behaviour described above and the computed values of growth rate, phase speed and
local structure are independent of wavelength; at lower € the waves, like the dry mode,
vary with wavelength. A nondimensional wavenumber of ¥ = 3.0 was taken to calculate
these modes. As in the unconditionally heated case, the phase speed curve shows that
the nature of the solutions changes markedly, at around ¢ = 1.7 here, as the transition
from baroclinic to moist-dominated solutions occurs.

The qualitative form of the dispersion relation for the conditional modes is shown in
figure 5, for heating parameter, € = 1.0. This figure shows that the wave has significantly
different behaviour for lower heating parameter than observed at ¢ = 2.1. The dispersion
relation has a distinct local maximum growth rate around wavenumber ¥ = 2.5. As
might be expected, from the energy conversion terms there is.no evidence that moisture
dominates the flow.

In the regime of dominant heating it can be seen that the phase speed and growth
rate increase with e while the updraught width falls. The nondimensionalisation of CC88
shows that the only free parameters in the solution are the wavenumber, k, the heating
parameter, €, and the heating structure. Since it seems that in these cases the overall
wavenumber is unimportant, provided it is low enough, the only parameters governing

the solitary modes are € and heating profile. Given these parameters,

L «< Lpg, (15)
dug
X HE, (16)
g
o 721: (17)
Lp



where Lp is the Rossby radius.

2) SENSITIVITY TO HEATING PROFILE

CC88 comment on the way in which unconditionally heated normal modes are
modified by varying the vertical profile of heating structure. In general, reducing the
height of the heating levels produces faster growth and shorter-wave modes. This may
be interpreted as being due to an enhanced coupling betweeen the dry boundary Rossby
wave and the moisture induced pv wave. CC88 state that the lower pv maximum will
tend to increase low-level convergence and thus increase the heating. The phase speed
of modes, however, is marginally reduced with lowered heating levels. This may be due
to the low-level pv anomalies descending into a region of faster negative advection. This

effect may also account for the narrowing of fastest-growing modes.

6. The Diabatic Rossby Wave

In considering the dry Eady wave, much understanding can be gained by interpreting
the system as the interaction between boundary Rossby waves. It was mentioned in the
last section how the pv tendency due to diabatic heating acts in a similar manner to the
meridional advection of pv in a Rossby wave: here this will be explored in more detail.
The dynamics will be interpreted as a ‘diabatic Rossby wave’ at the lower level of the
heating. This analysis will lead to a simple prediction for the propagation speed of the
disturbance.

The mechanism of the wave as it occurs in the conditional CISK modes may be
seen scherhat.ically in ﬁgure 6: meridional wind gives thermal advection which yields
forcing of upward motion, giving diabatic heating and a pv source. Interpreting the pv
anomalies, which are generated by a vertical gradient of heating and consequently a
tendency in the static stability, as vorticity anomalies is possible because of the balance
implicit in the SG equations. The ageostrophic motion acts to maintain this balance so

the propagation may be seen in ageostrophic terms. The vorticity at the lower heating

-18-



level gives thermal advection on its eastern flank, which leads to upward motion and
heating. The upward motion induces vortex stretching and increases the vorticity to the
east of the lower, positive anomaly, giving propagation as in the previous interpretation.

A scale analysis of the diabatic wave may be made by using a one dimensional
model of the low level pv structure with zonal distance, at height Z = Zpg. For an
unconditional heating parametrization, an exact proportionality between meridional
wind, vertical velocity and pv tendency, as implied by (9), would give a perfect analogue
of a Rossby wave. However, the dynamics of a conditionally heated system have been
shown to behave rather differently and the scale analysis given here will focus on the
propagation of the positive meridional jet which lies on the eastern flank of the low level
pv anomaly.

If the magnitude of the pv anomaly is Ag, with a meridional jet of width L on its
eastern edge, the meridional jet amplitude, Vg, scales as,

L pAq

B~ 150 (18)

The factor of 4 in the denominator of (18) arises from the simpest scaling of relative
vorticity with the change in meridional wind. On each side of the jet, the relative
vorticity scales as 2—"Lrﬂ- so the amplitude of the absolute vorticity anomaly, A(, scales
as twice this value. Approximating A{ ~ %%1 gives (18). An unconditional wave, with
sinusoidal profile of pv anomaly, would have a different constant in this equation but the
basic form would be the same.

The meridional jet is linked with ascent in the presence of synoptic forcing, as can be
seen from (9). This ascent gives diabatic heating which leads to a positive pv tendency
in the region of the jet and a negative tendency aloft. The pv tendency at Zp can be

found by substituting (13) into (3):
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ah
i= 7 5r0(2s). (19)

Using the approximate relationship (9) and recalling that S (Zg) = 0, the pv tendency

at Zg becomes,
oh
2eL—VB( 5. (20)

The r.h.s. may be seen to be equivalent to pv advection, with an equivalent ‘diabatic pv

gradient’ given by,

oh
(& )W—zef (=F7) (21)

For the parameters used in the model described here, with ¢ = 2.1, this counterpart
of the meridional pv gradient for a traditional Rossby wave is of order
—3 PVU(1000km)~!. This can be compared to that implied by the latitudinal
variation of Coriolis parameter, which implies a meridional pv gradient of order
+0.06 PVU(1000km)~".

Substituting (18) in (20) gives,

dh s P
g~ LAg (i%é-_j—y)) . (22)

For a steady state model of the propagation of a pv step in which the growth of the
system is ignored, the phase speed, c, relative to the flow at the level of the pv anomaly,

Z = Zp, may be estimated by equating cAq with ¢L, to give,

. (eﬂg—;) (——)2ﬁgﬂ. (23)
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In -practice, the heating factor e-g% would need to be estimated in order to evaluate the
phase speed of such a convective pv step. Note that the relation (23) is independent of
the amplitude of the pv anomaly (as may be expected for a modal solution) but depends
on the scale of the pv gradient: (23) represents a form of dispersion relation and satisfies
to simple scaling relationship of (16). Letting the values of the parameters in (23) be as
prescribed in the numerical simulations and taking L ~ 250 km from figure 2 of the
results gives a phase speed relative to the flow at Zp of ¢ ~ 15ms™1,

Given the link between geostrophic forcing and the pv tendency implied by (9), the pv
equation becomes isomorphic to that of a Rossby wave on a meridional pv gradient. The
diabatic equivalent to this meridional gradient of pv has the opposite sign from that for
Rossby waves, given an equatorward temperature gradient, so diabatic waves propagate
in an eastward direction. Since the control of heating is at the lower level, it is natural
to view the Rossby wave analogy at this height, independent of upper behaviour.

It has been indicated that, depending on the amplitude and structure of the convec-
tive heating, the diabatic ‘gradient’ can be relatively large in magnitude and is expected
to dominate over pv advection in some cases. In the atmosphere, however, it is impor-
tant to appreciate that the significant diabatic pv tendency due to convection will only
be positive, at low levels, because of the failure of evaporative processes to couple with
the dynamics of the frontal system (as in Parker and Thorpe, 1994). Consequently, this
theory is applicable to a single pv step with a positive pv tendency on its flank rather
than a train of waves, with negative and positive heating at low levels, as occurs in the
unconditional parametrization.

No attempt has yet been made in this scale analysis to account for the interaction of
the wave at Z = Zp with the upper level behaviour. Snyder and Lindzen (1991) discuss
how these levels interact in the unconditionally heated case to produce an instability.
For growing, conditionally heated solutions, it is important to note that the upper

level minimum of pv must be located almost directly above the low level jet, within
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the column of diabatic heating, since there are no diabatic sources outside the heating
region. As a consequence, this negative anomaly induces upper level jets, as seen in
figure 2, which will interact with the lower level flow to increase the low level jet (and
consequently the pv tendency) to the west, closer to the pv maximum. This is a way in
which interaction with the upper level can increase the growth of the front. Since there
is no coupling between meridional flow and heating at upper levels it is not reasonable
to consider the upper level structure in terms of an analogue of a Rossby wave. The
vertical interaction will, however, mean that the phase speed of the coupled system is

related to but not equal to that given by (23).

7. Large Amplitude Solutions

Nonlinear computations require a specific initial state. A criticism of the technique of
simply studying fastest-growing normal modes has been that the initial development of
a perturbed flow may be dominated by time-dependent structures which maximise their
component of the fastest-growing mode. For example, the small amplitude development
of a dry Eady wave from a general initial state may be dominated by non-modal
structures, as shown by Farrell (1984). Computation of such time-dependent structures

.would be difficult in the inherently nonlinear conditionally heated flow, but a realistic
study may be made by considering nonlinear growth from particular initial forms.
Here, results will be described in which the initial structure is that of the numericaily
computed normﬂ mode.

In addition to the occurrence of boundary singulaiities,_ failure of the SG solution may
occur in the interior of the domain if diabatic processes are involved in the nonlinear
system and pv becomes negative. It can be shown that the ThEm heating scheme will
not ordinarily produce negative pv (Parker, 1993) but CISK heating does not obey
such constraints: in the CISK case, interior pv may reach zero before any boundary
singularity is achieved. In this work, no consideration of flows at negative pv is to be

made: this would involve the study of symmetric instability and turbulent processes.
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The role of turbulent mixing in modifying a pv distribution can be a perplexing one:
Thorpe and Rotunno (1989) show that mixing of momentum and potential temperature
need not lead to a smoothing of the pv field and there is a possibility of upgradient

mixing of pv.

a. Moiwst Normal Mode Initialisation

The system was integrated using a numerically computed normal mode as the
initial condition, rescaling the mode so that the maximum perturbation in potential
temperature was about 1K.

For simplicity, solutions for upright heating only are shown, in figure 7, at the
termination of the integration. The upper level pv has decreased to zero and the
inversion from geostrophic coordinates fails beyond this, despite the fact that the
geostrophic field of meridional wind is relatively weak, with no singularities.

The ageostrophic flow shows strong downward velocity to the flanks of the heating
region: the amplitude is of the same order as that of the upward flow. These down-
draughts are forced by the strc')ng dipole on the r.h.s. of the S-E equation (6) due to the
horizontal gradient of diabatic heating. The implications of this are that strong adia-
batic warming and consequent lowering of the relative humidity of the air is to be ex-
pected to both sides of the heating region. This agrees qualitatively with observations
that such convective fronts can have sharp edges to the cloud when seen from a satellite
image. As in the linear modes, the stronger of the two downdraughts is to the east of
the updraught.

Qualitatively, both the upright and slantwise routines retain the essential structure of
the normal mode, when integrated at larger amplitude. There is a positive low-level jet
on the eastern flank of the positive pv anomaly. Above this, the negative pv anomaly
is more intense and localised, although there is evidence of the role of ageostrophic
advection in distorting the pv pattern. The upper pv anomaly is flanked by relatively

strong jets.



b. Observational Evidence

Figure 8 shows fields from the U.K. Meteorological Office Unified Limited Area Model
analysis for 18Z on 12 November 1991. The coupling between along-front wind and
diabatic heating is indicated by the fact that the column of high relative humidity lies
above the low level jet, which lies on the flank of a positive potential vorticity anomaly,
as in the models described here. It should be recalled that this behaviour relies on the
existence of an along-front temperature gradient to provide thermal advection. As in
the wave-CISK model, the upper level jet is much stronger than the low level jet. It can
also be seen that the upper regions of the column of high humidity are associated with
low potential vorticity, again in accordance with the model. In particular, the fact that
the humid air at upper levels lies on the low pv anomaly rather than the along-front jet
is an indication that these observations accord more closely with the convective model
of heating than the ThEm model. It should be recalled that in the theoretical CISK
model, the intensity and localised nature of the upper potential vorticity minimum was
determined by the steering level of the wave.

At upper levels there is a strong positive potential vorticity anomaly in these
observations, linked with a marked change in tropopause height: the tropopause is not
well represented in the modelled waves, which use a rigid lid. However, the drawing
down of stratospheric potential vorticity may be seen as being due to the intense
downward vertical motion as modelled in the conditional convective modes. This may

be again reflected in the low relative humidity of this region.

8. Summary and Discussion

In this paper, conditional baroclinic wave-CISK modes have been constructed as a
natural extension of the work of Craig and Cho (1988). These modes exhibit behaviour
which is characteristic of ‘solitary’ systems, in that the dynamics of the active frontal
region are independent of the far field. As such, they are conceptually different in their

dynamics to the ‘dry’ frontal paradigm of a baroclinic wave. Here we coin the term
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‘convective frontogenesis’ for this mechanism. Snyder and Lindzen (1991) note, for an
unconditionally heated wave, that the diabatic source of pv can act as a ‘dynamical
surrogate’ for large scale pv gradients. Here, this interpretation has been extended
and the essential behaviour has been viewed in terms of a ‘diabatic Rossby wave’. The
mechanism of this wave has been shown schematically in figure 6, and a steady state
model of the propagation of a pv step has been constructed.

The solitary modes described above exhibit dominant moist processes, independence
to the flow in the far field and low level control of the dynamics. These are all properties
normally associated with squall lines rather than synoptic baroclinic systems. It should
be noted, however, that there are other aspects of these waves which do not fit the
squall line model, such as the lack of feedback through evaporative cooling (there is no
explicit cooling in this model, although this can be considered; see Parker and Thorpe
(1994)) and the absence of a marked cold pool: both are crucial to the conceptual squall
line picture.

The importance of these waves is that they do share properties of both the synopt-
ically-forced model and the squall line model. In this respect they represent a bridge
between the two areas of study. These waves point to the fact that convection can
modify a larger scale flow so as to make the moist processes dominant—the structure
of these modes is far removed from that of a dry wave, as is the manner of development.
Similarly, they show how the balanced dynamics are sufficient to produce a flow with
many of the observed properties of a squall line: it would be reasonable to expect that in
more conventional squall line systems these dynamics will still play an important role.

Since, in this CISK model, control of the wave seems to be dominated by the
dynamics at the lower heating level, this system potentially couples more directly
with low level phenomena such as a cold pool. It is less difficult to see, in a model
such as this, why synoptic frontal speeds can concur with the gravity current speed of

the cold front, than it is in more conventional balanced models. In nature, a coupling
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between gravity current processes and the modified (diabatic) Rossby wave at the lower
heating level may occur. In models where the conventional upper and lower Rossby wave
patterns seem to determine the wave propagation, such as the dry Eady wave, a link
with low level unbalanced dynamics is hard to imagine.

Fovell (1991) suggested that the influence of the Coriolis parameter and a balanced
basic shear in the basic state may be to prolong the existence of a squall line. The
solitary modes described here indicate that squall lines may be able to excite growing
modes of a baroclinic atmosphere, which are, in this model, locally forced.

The links of the diabatic Rossby wave mechanism depend on the feedback between
thermal advection and vertical motion. In principle, other assumptions about the .
physics of the system could be made. For instance, a feedback with an assumed
Ekman layer could be invoked, in which the heating was dependent on vorticity at
the lowest levels. In this case, the pv tendency would lie closer to the actual low level
pv anomaly, associating pv directly with vorticity, and the steering level of the wave
would be expected to be much closer to the ground. Observational evidence has been
presented here indicating that the dynamics described in the inviscid model with
a free-slip boundary condition can be dominant in the atmosphere, but other cases
can exist in which the steering level is lower down (Andre-Charles Letestu, personal
communication).

The diabatically dominated modes have been termed ‘solitary’ in order to highlight
their localised nature and the fact that their structure is robust to changes in overall
wavelength. The wave-CISK solutions have been constructed as small-amplitude, ‘linear’
waves in which nonlinear advection is negligible, although there is nonlinearity in the
conditional heating. However, although they retain their shape, they are exponentially
growing. It is not clear how larger-amplitude versions would ultimately behave because
of the difficulty of parametrizing the effect of negative pv. It is possible that limiting

factors on the growth of these waves (such as an upper limit on the amplitude of the
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heating) could give behaviour in which the pv resembled a smoothed step-function in
the horizontal, with the convective band leaving high pv at low levels in its wake.

The localised frontal structure that this model describes is dominated by latent heat
release in the sense that the frontogenesis is determined by gradients of heating rather
than by horizontal shear forcing. However, the constraint of along-front geostrophy,
which is a fundamental support of frontogenesis theory, requires that the larger-scale
forcing, by the shear and along-front temperature gradient, exists even if it is of a
relatively small magnitude. It acts as a catalyst, triggering low level frontal convergence
which leads to convection. This produces diabatic forcing of frontogenesis which far
outweighs the original catalyst. The notion of convective frontogenesis therefore arises

as a dominant mechanism in midlatitude storms.
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Figure Captions

FIG. 1. The numerically computed slantwise CISK mode with unconditional heating
at wavenumber 3.85 (wavelength 1,900 km), ¢ = 2.1, to compare with the analytical
solution of Craig and Cho (1988). In this and subsequent figures, SI units are used
except for vertical velocity in em s~! (amplitudes are arbitrary in this case, for the
modal structure). ‘STEP’ refers to the contour interval and contours with negative

values are dotted.
FIG. 2. CISK mode with conditional heating. Wavenumber 3.85 (wavelength

1,900 km), e = 2.1. The intense upper pv anomaly lies on the wave steering level, while
the low level meridional jet lies on the flank of the positive pv anomaly, as discussed in

the text.
FIG. 3. The behaviour of growth rate, o (solid line), phase speed, c, relative to

the mid-level (dashed line), and minimum width of updraught (dotted line) with
nondimensional wavenumber, for conditionally heated wave-CISK modes; o and ¢ are
nondimensionalised by Qfﬂg and 10 x UgzH respectively, while the width is scaled by
100km. Heating parameter, ¢ = 2.1. An approximation to the growth rate curve of
C(C88, for unconditional heating, is also given for comparison (dash-dotted). The fastest
growing dry Eady wave has growth rate ¢ = 0.31.

FIG. 4. The variation of phase speed, ¢, growth rate, o, and updraught width (scaled
by 300km) with heating parameter for the conditionally heated CISK modes. The

transition between ‘baroclinic’ and ‘diabatic’ regimes is around ¢ = 1.7, close to that

of the unconditional case.

FIG. 5. A numerical approximation to the dispersion relation for the conditional CISK

modes for heating parameter ¢ = 1.0.
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FIG. 6. Schematic representations of the dynamics of the diabatic Rossby wave.

Here L is the horizontal scale of the jet on the eastern side of the pv anomaly. (a)

The poleward jet (marked x) associated with the low level pv anomaly gives positive
thermal advection, leading to upward motion and diabatic heating. (b) This diabatic
heating leads to a pv tendency to the east of the low level pv anomaly. (¢) A comparison
between the dynamical processes involved in the diabatic wave and the classical Rossby
wave, linking meridional advection with the pv tendency.

FIG. 7. Fields of pv, meridional wind and vertical velocity (in K per day) for the
nonlinear upright CISK waves initialised from a normal mode of the problem. Heating
parameter, ¢ = 2.1, wavenumber k = 3.0 (wavelength = 2, 500 km).

FIG. 8. Analysed fields of (a) along-front wind (in ms™!), (b) relative humidity (%)
and (c) dry potential vorticity (in PVU) on a cross section through a front lying across
Southern England. The column of high relative humidity occurs directly above the low
level jet, as in the conditional wave-CISK simulations. This low level jet is less intense
than the upper level wind maximum, again agreeing with the theoretical modes. It can
be seen that the upper level minimum of pv seems to be directly linked with the upper

edge of the column of high humidity, as in the modelled convective front.
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CURRENT JCMM INTERNAL REPORTS

This series of JCMM Internal Reports, initiated in 1993, contains unpublished reports and
also versions of articles submitted for publication. The complete set of Internal Reports
is available from the National Meteorology Library on loan, if required.
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