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ABSTRACT

A method is proposed for assimilating detailed wind observations
transmitted from a distribution of aircraft equipped with a datalink. The
method is based on optimum interpolation in space and time using background
error covariance functions that incorporate some of the effects of
dynamical advection. In addition to the usual estimation of the analysis
state, a provision is made for the estimation of the statistical
covariances themselves using the same aircraft observations. A tentative
assessment of the likely improvements in the accuracy of aircraft flight
time estimates is made in a variety of simulated conditions using a simple
representation of the effects of a small cluster of observations from

aircraft on inbound trajectories to the London Terminal Area.



1. INTRODUCTION

During the next decade several commercial aircraft will be equipped with
transponders capable of automatically relaying digital information to air
traffic control concerning winds and air temperatures at the aircraft
positions. It is obviously beneficial, both to controllers and to airlines,
to exploit this new source of information once it becomes available. For
example, one might maintain a frequently updated “"nowcast" of winds, either
at regularly spaced grid points of a space-time array or at a selection of
points along anticipated future flight paths. In this way it would be
possible to translate the enhanced detail in the wind analysis into
improved precision of the estimated aircraft arrival times, to the benefit

of controllers and operators.

The aim of this project is to provide a satisfactory method of
exploiting the very detailed series of wind measurements expected to become
available in the early 1990's so that air-traffic control can make more
reliable estimates of the times of flight of incoming aircraft at the major
control centres. The proposed model is statistical rather than dynamical,
combining the information from the new observations and an earlier forecast
using “optimum interpolation" (Gandin, 1963) to provide estimates of the
wind at points along the anticipated flight tracks. The choice of a
statistical framework is favoured by the need to provide the information
frequently and in a timely manner - a complete high-resolution dynamical
model would be inordinately demanding in computing resources given the
frequency (e.g., hourly) at which the numerical product would need to be
updated. It should be emphasised that the use of a statistical framework
does not preclude the presence of at least some dynamical content, such as
the effect of the large scale advection of the detailed wind structure.
Deficiencies and omissions in modelled dynamics are expected to be
relatively insignificant over the very short periods covered by the

proposed scheme.

It is proposed that the framework of optimum interpolation (OI) be
augmented by a further statistical step of "likelihood" or “Bayesian"

estimation of the statistical covariances themselves. In this process the
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covariances for use in the OI are themselves parametrised and made the
objects of an estimation procedure, relying on the same set of aircraft
observations. This procedure involves an iterative match of the actual
observations with the covariance parameters that most plausibly explain
their distribution of values. In this way the present vagueness concerning
the anticipated spatial structure of the background error covariances will
not substantially hinder the application of a statistically based method of
assimilation when the observations do become available in sufficient

quantities for a detailed analysis to be realistically attempted.

The next section surveys the basic theory of OI. Section 3 briefly
discusses the relationship between analysis error covariances and the
expected timing errors of aircraft in flight within the domain. Section 4
discusses the proposed method used to model the spatial and temporal
covariances of background error. The technique of likelihood estimation and
its Bayesian generalisation are introduced in section 5. Numerical
experiments designed to assess the quality of the analyses under various
conditions are presented in section 6 in order to provide, at least
crudely, a notion of the kind of gains of accuracy of aircraft timings that
should be possible using the new data. Section 7 discusses the conclusions
that might be drawn from these experiments regarding the design of a

practical analysis system.

2. DATA ASSIMILATION THEORY

It is assumed that at sufficiently frequent intervals a recent numerical
forecast of winds is available, a so-called “background" field, and that
there are interpolation procedures enabling the corresponding values to be
extracted at any given point and time within the domain and time-span of
interest. It will be convenient to introduce an index notation to
distinguish the points where new observations are taken (whether they
originate from aircraft or from the regular, but infrequent, radiosonde

ascents) from the points where it is deemed necessary to make a prediction.

For the former (observation points) 1 shall use indices «, B, Yy, etc., and

for the latter (analysis points) I shall use i,J,k, etc. The components of

the background wind field interpolated to the observation positions
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formally constitutes a vector whose components will be denoted B, while

the values of the background field at the location where an analysis is to

be made will be denoted B;.

It is assumed in general that these values are in error (relative to a
hypothetical “true" value that is never known precisely) by amounts B',
and B', respectively. The observations themselves will be denoted O and
their errors 0',, while the “"optimal analysis" values at either the
observation points « or the analysis points i will be denoted A, or Ay
accordingly with corresponding error components A's, A';. At this point it
is as well to note that the values used here are interpreted as being local
space and time averages of the wind components. This simplifying assumption
allows the quantity of observational data to be reduced to manageable
proportions without a significant loss of the information relevant to
predicting flight times. Accompanying this averaging is a corresponding
augmentation of the presumed measurement error variances to allow for the

residual lack of representativity of each averaged observation.
Provided the observations and background are statistically unbiased and
independent of each other, the optimal linear combination of these sources

of information to form estimates A is given by the matrix equation:

k- =Bt i et E)g A0 = Blg 5 (1)
2 i

where matrices C and E are the covariances:
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} (2)
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and the angled brackets denote the expectation operator. The formula (1) is

obtained by minimizing the expected squared error, {A', A'i} at each point
of the analysis, and is the standard formula of OI. The covariance model
for observation errors is assumed to be very simple — a diagonal matrix E
implying zero covariance between the errors of one observation and another
(e.g., between u at s, and u at sg, a # B, or between any u and any v).
The covariance model C for the background errors demands much greater care
in its formulation since it is known that such errors are smooth and
therefore highly correlated from one point to another (especially when the
points are close together). A more detailed discussion of the construction
and verification of the covariances C will be presented in sections 4 and
5. Here it is merely noted that the presence of off-diagonal elements in C
makes the inversion of the linear system in (1) a nontrivial problem for a
large number N of observations (the effort being proportional to N® when
the inversion is performed by a direct method). The theoretical covariance

matrix of errors in the optimal analysis is given by the formula:

N G -
Cii & <A.i Al j} o CiJ 25 2 CiO( (C + E)_-]o‘g CEJ (3)
L\,/z

When the observation-minus-background increments are combined linearly

in some other (sub-optimal) way to form an analysis, e.g.,
Ao =Bt X W O =By . 4)
«
then the covariance of analysis error takes the form,
A
Ciy =(A1'Aﬂ'>= Casi a0 (G WY ok Wi Corsd b Sl (G TR R e WG gl (%)
o«
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Note that (3) is a special case of (5). It is on the basis of these final

covariances that estimates will be made of the impact that the new aircraft

data are likely to make on the accuracy of projected arrival times of the

subsequent flights.




3. ESTIMATING AIRCRAFT FLIGHT TIMES

From the wind components along each anticipated flight-track it is
possible to estimate the normal ground speed of the aircraft flying along
it. Let this speed be U(s) at distance s along the track. Assuming the
error in the ground speed is simply due to the error in tail wind component
U'(s) the time of the entire flight segment,

O SR T ! 6)

U(s)

will be in error (to a very good approximation) by amount,

T s »U'(s) ds : (7)
U=(s)

Provided |(U'| € |U| the bias in timing error (1"} is negligible when

the bias in U' is (as I shall continue to assume). The variance of error is

then obtained from:

(T 1) =[[{Ut (500" (s2))  ds, dsa ; )
s Db 1/
U=(s,) U= (s5)

the covariance in the integrand being immediately identified with the

N
relevant components of C of the previous section.

4. THE BACKGROUND COVARIANCE MODEL

In formulating a model for the covariances of the background field it is
necessary to reduce as far as possible the number of residual parameters. I
shall assume that the horizontal wind is described in terms of a velocity

potential y and stream function y in a Cartesian coordinate system, x =

(x,y,z). Then
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where the errors of y and y are independent and possess horizontally

isotropic covariance functions,

<x‘(x+X)x'(x)> = G X)) = G L, il G G S
(10)
(v‘(x+X)w'(§)> B ¢ Cuy XV =R UXRHY=IMZ) 5
where X = (X,Y,Z). For simultaneous observations the corresponding
covariances for the components of the wind at points separated by
displacement vector X are,
L (3
@ GHOU ) = CouD == 9 Cpp (X - dsc (11a)
s 7 Nyt RV
CA ‘-)’
2
(u'(§+§)v'(§)) = CuuX =-2i Coux (X) + 2 Cyu(X) ; (11b)
K Oy PR
(v‘(§+§)v'(§)) = Cyu X —__gf G X)) = :i Cyw X : (11c)
Nyt T
cy A

In order to deal with non-simultaneous events it is convenient to assume
space-time covariances that can be factored into separate space and time
parts. Taking (1la) as an example, then ignoring advective effects the

easiest way to accomplish this is to replace it with,

CUU(510t1;§2nt2) o G<tnt2)-Huu(§| s {2) ' (12)
where function Hyuu denotes the right hand side of (11a). A refinement that
attempts to incorporate, at least to the crudest approximation, the effects
one might expect for advection of error structures by the ambient wind
field, is to substitute for the vector argument (x,-Xz) of the function H

the "effective separation" X computed according to some measure of the

-7 -




closeness of the trajectories that pass through events (g,,t,) and (x-,ts).
For a uniform ambient wind field U, the effective separation is

unequivocally given by,

X =% - x> - (t,-t3).Uo (13)
For a more general wind field with no single common value U, it is not
obvious how best to choose the effective displacement X, but experiments

using real fields and data should help to determine an adequate choice.

5. VERIFICATION AND TUNING OF THE STATISTICAL MODEL

If we allow that the statistical variation of the errors of the
background field and of the observations may be adequately approximated by
multivariate normal probability densities then the observational data may
be regarded as a sample for verifying, and to some extent, tuning any
adjustable parameters of this statistical model. One method that has been
applied to meteorological problems is “generalised cross-validation" (e.g.,
Wahba and Wendelberger, 1980) which seems best suited to the estimation of
a very small set ( <5 ) of parameters from observations of similar type and
consistent quality. Another technique due to Hollingsworth and L&nnberg
(1986) is more empirical but has nevertheless proved very successful in
exploiting the large accumulation of statistics available from an
operational global model to extract an appropriate partitioning of error
between background and observations. The method proposed here is based on
the evaluation and maximisation of the "likelihood" function implied by the
observations. This function (or more conveniently, its logarithm) may be
used to assess the relative degree of "support" (Edwards, 1972) given to a
particular statistical model by the actual data whose variability the model
attempts to explain. Numerically, the likelihood corresponds to the
conditional probability density of the data observed given the statistical
parameters, but, since as a function, its arguments are the statistical
parameters, not the data, it is better thought of as being distinct from
any particular probability function.



For the case presented here with normal statistics assumed, the log-

likelihood is, apart from an arbitrary additive constant,

L(C,E) = log{Detl (C+E), ol " expl-% I (0-B) o (C+E) "', (O-Blpl} |
<, /3
e
L1(C,E) = -%log Det(C+E)up — ¥ Z (0-B), (CH+E) ™' o a (O-B)p : (14)

«, /3

The effort involved in the evaluation of I is comparable with that
required to perform the inversion (1) for the analysis. By varying the
adjustable parameters of our statistical model, for example, changing the
shapes of the functions G or H or changing the magnitudes of the variances
Ewe , the corresponding change in the likelihood provides a criterion by
which each model may be compared. In the absence of independent constraints
or reasonable criteria for judging the overall merits of alternative
models, the model which maximises the likelihood (i.e., enjoys most
observational support) is consequently the obvious choice. As a further

verification of the statistical assimilation, note that the quadratic form,

g = TH0 = B + E) )0 =B i (15)
=(*
from the second term of (14) is expected to be distributed as a "Chi-
squared" variable with N-degrees of freedom if the model chosen is the

correct one.
6. SIMULATION STUDIES

In order to obtain some idea of the likely potential for improving the
accuracy of timing estimates for aircraft flights this section is devoted
to a simple simulation of the effects of a small network of observations
assumed to originate from aircraft following flight paths inbound to the
London Terminal Area. The geographical locations of the four flight tracks
used are displayed in figure 1 and are numbered for easy reference. The

small number at the start of each inbound track denotes the commencement
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time in minutes assumed for the respective aircraft in the model described
here. Each flight terminates at one of the four stacks surrounding the
airport. It is assumed that the inbound aircraft descend from flight level
300 (nominally 30000') to arrive at the stacks at flight level 150 (15000")
with a uniform gradient of descent. The discrete observations closely
spaced along these routes are used to predict the wind velocities at
locations along future routes. These future locations constitute the
"analysis" points and for this study four (1-4) of the eight simulated
trajectories of analysis points are assumed to follow the same tracks as
the observation flights (but at a later time), two more analysis
trajectories (5, 6) are assumed to descend (again from flight level 300 to
flight level 150) along radials not previously observed directly and, to
complete the comparison, two further trajectories (7, 8) are created to be
over-pass flights at flight level 300, all as shown in figure 2. Descending
flights are assumed to occur at a true airspeed of 150 ms™', while the
over-pass flights on routes 7 and 8 , distinguished in figure 2 as dashed
lines, are assumed to have the true airspeed of 225 ms™' typical of

cruising flight.

The error covariances reflect the degree of confidence one has in the
background state and will therefore presumably depend upon the synoptic

situation and the time of day. At the finest scales, where the forecast
used to produce the background field provides no information, one should

expect the covariance structure to reflect the climatological variability.
Again, this could be expected to depend upon the synoptic situation, but
published studies of such climatological wind statistics (e.g., Gage and
Nastrom, 1986) are not usually stratified comprehensively in terms of the
ambient conditions. For practical purposes what is needed is a formulation
of covariance functions that enables them to be computed efficiently and
adapted easily when a better understanding of the actual quantitative
nature of the error fluctuations of the background is gradually built up
from experience with real data. For the present tests, the covariances for
the stream function and for the velocity potential are created using linear
superpositions of Gaussian functions in space. The ambient advecting wind
used in each study is assumed for simplicity to be uniform both

horizontally and vertically, so (13) is appropriate here. The time

_10_.



modulation of the covariances is assumed to follow the formula (12) with
the factor G constant. It is realized that the justification for such a
“frozen turbulence" assumption is questionable (e.g., Seaman, 1975), but
given the other numerous uncertainties about wind variability and the
preliminary nature of the present study, it would seem premature to
consider any more sophisticated representation of the temporal variability
at this stage. The amplitudes of the background wind variation at any
single point are equivalent to a variance for each component of 12omes =ty
or a standard deviation of approximately 7kts, which is probably a
reasonable estimate of the errors one might see from a 12 hour forecast,
although it should be emphasised that such estimates might themselves be
subject to substantial fluctuation from day to day in operational practice.
The variance of observational error for each component is taken in these
experiments to be 9 m®*s~2 , or a standard deviation of approximately 6 kts.
Since each "observation" is actually taken to represent an average wind
measurement along a finite segment of the trajectory, a significant part of
this variation is actually the unresolved spatial fluctuations of the true
wind rather than the instrument's imprecision. Again, this figure is not to
be taken as authoritative. In order to discretise the flights into
observation points and analysis points I have simply taken, on each
trajectory, points at the centres of the segments formed by dividing the

entire track into eight equal portions.

For points with effective separation (X,Y,Z) the background covariances

take the form,

CXX

= 8, exp[—(X2+Y2) A e ] + a2 exp-—(X2+Y2) A ] 4
212 P
2 L’Kl 2-"24 L 2 LZXZ ZLLZZ
(16)

7o a, exp{‘— (Xz+Y2) - 22 ] + ay. exp| - xE4Y2) - 72 ]
2 2% L 20 205
In each of a total of six experiments the following are defined:
(1) the set of covariance parameters of (16);
(11) the advecting wind velocity, Uo;
(1ii) the times at which each trajectory commences.

For each experiment a study is made of the consequences that follow from a
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variety of plausible assimilation methods. The most significant diagnostic
for the present purposes is the standard deviation of the flight time
estimates of each analysis trajectory that would be made on the basis of
the particular method of assimilation. Also computed are the root-mean-
square (r.m.s.) wind component estimates along analysis tracks for the case

of the optimal analysis and for the case of the background alone.

In all, seven distinct methods of employing the available data are
investigated for each combination of parameters (i), (ii), (iii) above. The
first, method A, is to use the unapproximated OI formula with the correct
space-time covariance function [i.e., including the full effects of
advection as modelled by (13)1. The resulting standard deviation of timing
estimates in seconds, Ta, is computed from (3) and (8) for each of the
eight routes. At the other extreme, method B simply takes the background
itself as analysis and completely ignores the observations. The resulting
timing standard deviations, 1e , are clearly expected to be larger than the
corresponding 1. and the comparison of the two values provides a direct
measure of the information to be gained about timing estimates from an
optimal use of the aircraft data available from the observing flights.
Other practical, but possibly sub-optimal,methods of using observational
data would normally be expected to lead to values 1 intermediate between 7T,
and Ts. In the third method, C, it is assumed that all available
observations are utilised but with an OI formula that ignores the advective
effects of the ambient wind field Uo, the spatial form of the covariances
being otherwise unaltered. Thus, the weights in the analysis are actually
sub-optimal and consequently (5) is used to compute the analysis covariance

elements and hence the standard deviation, 7.

In the next two methods an attempt is made to model the effects of
supposed degradation of resolution of observations along each of the four
observation routes. In method D successive pairs of observations are
averaged, while in method E successive groups of four observations are
averaged, then in each case the pooled values are used in the respective
“conditional optimal" formulae. The timing errors 1o, Te, a&re, as expected,
generally larger than 1, but in most cases not substantially so, even for

the more drastic coarsening of resolution implied by method E. In the final
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two methods the effects of degrading the resolution of the analysis points
are simulated. In method F this is done by substituting for the analysed
wind vector at each of a consecutive pair of the original analysis points
along each route their mean wind vector, while in method G the averaging is
carried out in groups of four of the original analysis points. As before,
standard deviations ,ts, Ta, Of timing estimates are deduced for these
methods. It should be admitted that this way of representing the effects of
degrading the resolution of the analysis is somewhat artificial and that,
in the case of the particular diagnostic, t, which is essentially
proportional to the average along-track wind variance, this particular way
of degrading resolution tends to have very little effect. In addition to
the calculations of standard deviations of flight time estimates I include
for methods A (the standard analysis) and B (background only) the r.m.s.
component wind errors, u,, Ua, in units of ms—! averaged along each of the

analysis routes.

Table 1 lists the values of 1 for methods A-G, together with those of ua
and ug for a set of six numbered experiments that use different
combinations of the parameters (i), (ii), (iii) described above. In
referring to the results of the individual experiments I shall denote by
“table 1.n" the portion of table 1 corresponding to experiment “n“. In the
first four experiments the covariance parameters of (16) are as listed on
the first line of table 2. The form of the covariance functions within a
horizontal plane for the three combinations of horizontal wind components
are displayed in figure 3 while the vertical profile of the u-u covariance
is shown by the solid line of figure 4.. In the first two experiments the
ambient wind speed is set to 20 ms™' and westerly in direction. In all of
the experiments the sequence of commencement times of the four observing
flights was the same: the times in minutes are plotted against the
corresponding routes of figure 1. The interval of fifteen minutes between
successive observing flights was chosen to represent a plausible rate of

reception of the appropriate reports during daytime operation.

In experiment 1 all analysis flights were taken to commence at 60
minutes (i.e., fifteen minutes after the start of the last observing

flight). General features to observe are that the standard deviations of
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timing estimates of the first four inbound flights are reduced to about
nine or ten seconds with the optimal formula, as opposed to errors between
20 and 30 seconds for background data alone. Thus, it appears that there is
a significant advantage to be gained from exploiting the new observations.
The fresh tracks, 5 and 6, show slightly larger values 1, as expected given
that few previous observations lie close to these tracks. Even so, the
reduction in error remains quite substantial. The over-pass flights, 7 and
8, while about twice as long as the others, are taken at a higher airspeed
which tends to compensate in the evaluation of t. Here the timing errors
are approximately halved using the additional data. It is interesting to
observe that, while there is a tendency for timing errors for most routes
to be reduced by more than a factor of two, most r.m.s. velocity errors u,
are reduced by less than a factor of two from their background equivalents,
Us. This is perhaps indicative of the fact that the scatter of observations
is more effective at reducing large scale error than small scale error and
that the timing statistics are more influenced by the coherent large scales
than by scales much smaller than the typical flight track lengths. The
neglect of advection causes the timing error (1.) to increase by less than
a second on most tracks, the exceptions being route 1 on which the time lag
between corresponding observations and analysis points is a maximum, and
routes 6 and 8 which run approximately transverse to the advecting wind.
What is perhaps most surprising is how little the effects are of degrading
the resolution of the observations (see 15, Tg&), amounting to mere
fractions of a second additional error even for the four-fold degradation
of resolution. Likewise, degrading the resolution of the sequence of values
along analysis tracks used to compute the flight times has a very small

effect on the expected magnitudes of the timing errors.

Experiment 2 differed from experiment 1 only to the extent that the
commencement times of the analysing flights were all 120 minutes instead of
60 minutes. The results for this case compared to those of experiment 1
provide a direct way to assess the effects of the additional lag of an hour
between observing and analysing for each of the seven methods of
assimilation. The standard deviation 1, increases most significantly for
flights following the four tracks previously observed, as one should

expect. Also, the neglect of advection reveals itself more strikingly in
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the higher values of 1. there. Note that for route 8 the OI timing is now

better than it was with a one hour time lag. The effect is presumably due
to the advection of more information by the ambient wind from locations

upstream. As before, effects of the simulated degradation of resolution

remain very small.

It is inevitable that the tabulation of timings from the experiments 1
and 2 will depend upon the orientation of each analysis track relative to
the ambient wind, since the expected timing errors are significantly
influenced by the true ground speeds, as is clear from (8) and from the
advection of information as discussed earlier. In order to observe the
extent of this dependence the parameters of experiments 1 and 2 were used
again in experiments 3 and 4 respectively except for the substitution of a
southerly wind of 20 ms~' for the original westerly. Again the results are
presented in tables 1.3 and 1.4. The individual timing errors have clearly
changed, in some cases dramatically, with the change in wind direction. Now
it appears that routes 5 and 6 benefit from the advection of information
from upstream with the longer lag, provided the unapproximated optimal

formula (method A) is used. In general, however, the results remain much as

before.

In view of the admittedly large uncertainty about the appropriateness of
the covariance parameters it was decided to perform experiments directly
comparable to experiment 1 (the same ambient wind and commencement times
for analysis flights) but with altered covariances. Experiment 5 used the
covariance parametrisation in line 2 of table 2 . For velocity-velocity
combinations this covariance differs from the original in being
horizontally compressed by a factor of two. Shrinking the covariance
functions is equivalent to increasing the effective total number of degrees
of freedom in the analysis field and also to shifting some power from the
large scales to the small scales. It appears that in this case the net
effect is to increase the OI errors 1, and u,. The effects of the neglect
of advection are more pronounced now that the smaller horizontal scales of

error have become important.
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Finally, experiment 6 tests the effect of retaining the original
horizontal scale of the covariances but shrinking the vertical scale by a
factor of two, as indicated by the dashed profile of figure 4. Table 1.6
contains the results in this case. It is curious that the effect on the OI
timing errors 1, with vertical scales of error contracted is opposite to
the effect of the horizontal contraction of experiment 5. Now a general
decrease in 1, is seen, except for the two level flights, 7 and 8. It would
appear that the descending flights are seen as being nearer vertical than
horizontal in a frame of reference scaled according to the aspect ratio of
background errors, so the additional error structures of small scales do
not affect the time errors as much as the general reduction of error
amplitudes at large scales does. Note the the r.m.s. wind errors u, still

increase in going from experiment 1 to experiment 6.

For quick reference a descriptive summary of the salient features of the

six experiments is given in table 3.

7. SUMMARY

A statistical method of updating the prior (background) estimates of
flight track winds is proposed, based on the method of "optimum
interpolation" applied in a four-dimensional sense. It is envisaged that
the model will be updated throughout the day very frequently (e.g., hourly)
so that the lack of any explicit dynamics remains unimportant. The
background is assumed to be available by interpolation from a recent fine-
mesh or mesoscale model forecast, while the new observations are presumed
to be predominantly from aircraft within the area considered. In order to
mitigate the present rather poor knowledge of the statistical
characteristics of the wind at very small scales consideration has been
given to a method whereby the statistical models used may be progressively

refined using the observations themselves.

The preliminary studies described in section 6 indicate that flight time
estimates for in-bound aircraft descending from cruise level to 15000' at
the stacks may be made accurate to within about ten seconds for statistical

parameters in the model that are judged to be realistic. A consideration of
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the effects of advection of error in the model is shown to be worth a few
seconds of timing precision, provided there is some validity to the
assumption that the errors are largely advected with the ambient flow.
Surprisingly, it seems that a low resolution along the flight tracks is not
necessarily a serious handicap in the estimation of these timings. The
effect of track length on the flight time errors has not been investigated
here. However, it can be shown by a simple statistical argument that for
tracks much shorter than the scale of the covariances the standard
deviations of timing errors should be nearly proportional to the track
lengths, while for tracks much longer than the covariance scale the

variances of timing errors should be proportional to track lengths.

Future work will be directed to the development of a prototype
assimilation system and to a careful examination of the spatial statistics
of typical forecast errors. At present, in the absence of a suitable
distribution of aircraft data, tests of the proposed assimilation method
are being conducted using dropsonde data collected dufing January 1988 as
part of the “Fronts 87" field experiment (Clough, 1987) over the South West
Approaches. Through these tests it should be possible to ascertain the
computing resources that are likely to be required in order to run such an

assimilation model routinely throughout each day.

It is clearly important to gather statistics on the spatial patterns of
wind variability at scales presently unresolved by operational forecasting
models, and to understand better the characteristics of the forecast wind
errors at the scales that are properly resolved. In view of the manifest
day-to-day variability in synoptic scale weather regimes experienced over
the British Isles it is likely that optimal results with a statistical
assimilation model will only be obtained when the covariances fed to the
scheme are adapted explicitly to the particular conditions of the day.
Thus, the experience needed to build up a reliable “archive" of relevant
covariance statistics at these relatively small spatial scales cannot be
acquired by a cursory survey of a few randomly chosen cases but rather
through the methodical accumulation of statistics representing all seasons
and distinct weather types. While there is scope for representing the

covariance structures in numerous different ways, the method of likelihood

_17_



validation outlined in section 5 provides a logical, objective, framework

in which a critical appraisal and tuning of possible covariance structures

may be carried out according to the evidence supplied by the actual

measurements.
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Table 1. Standard deviations of errors of timing estimates, ©, in seconds
for analysis methods A to G and r.m.s. wind component errors, u, in ms—'
for methods A and B.
Route Ta Te Te o Te T Ta Ua Us
Experiment 1. 1 8:85 21:07 :10.26 8.86+8090.5 8786+ 913 21187 346
2 8:#3:20.62:- 908 8.74 8,78 8.:7¢. 8:90 “1;99% 3,46
3 10,10 29:81:+10.92:110. 110,17 10.10.10.145:" 1:68.:3.46
4 8.748::30028 9702 849 8,07 18,488,050 4,54 3 4h
5 1151922, 837:.11¢93 13,20 £1.26 11,19 11.43 - 2.2 533,46
6 10,48 2741 :11.89:10:51 :10:56::10.48: 10:95 18877346
7 8:568:17.88 » 8,94 18364 8,90 §.58 - 8.58 2,06 3546
8 11:37:21.12 12.66° 11.42 11631137 1163 2.203:46
Experiment 2: 1 131214078 15wl b 1 ss e a1 S38 - Il 031 1615 2 C 28 3046
2 11.63:20.62 12.92 11.64 11,69 11.63 11.73 ©2.36:-3,46
3 13.43.29:81 18:00.:13.45.:13:60 13.43 13.67 2:01°" 3.46
4 8593 30,22 '14.36:10.00 10:10°7:9:937.9.94 11,77 3. 46
5 12.89:22,37 71631120 71212791269 12.88. 2:48:°3 .46
6 10.54 2711 17.22:10:57 10.76:10.54:11,02 . 1590 3.46
7/ 8.79:1788 10:36 887 917 8379 879 2,12 4846
8 PP 21524012 16,27 1V19285 11598 112111 .48 2 .24 55546
Experiment 3: 1 9574 3004471247 9576 79,83 9. 741037 1:67 3346
2 12,42 28.23-13:89:12.43 12:46 12,43 '12.69  1.94: 3,46
3 8:01:-20,52:48.31.8:.02° :8;05 7801 7 8.21" 1:82 5546
4 .00 24.19 04 517301 .04 00701 1:63" 3. 46
5 10.60 19.71 10.87 10.61 10.66 10.60 10.78 2.33 3.46
6 12.74 31.28 13.40 12.76 12.82 12.:74 13.25- 1.89 3.46
7 11:09121.12:12.:06 11544:11,35"11.09 11,09 = 2,20 3:46
8 10.88 17.88 11.08 10,90 11,03 10.88 11.05 2,33 3.46
_19...
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Table 1 (continued)

Route Ta T Te To Te T To Ugp Ug

_20...

i

i

l Experiment 4: 1 12.63 30.44 18.66 '12.64 12.72 12.63 13.07 "1.92 3.46
2 16.84 28,23 21.85 16.85 16.89 16.85 16.99 2.30 3.46

I 3 1159620052 13.64°11.96 '12:00 11.96:12:06 233323746
4 9..10:24 .19 1452 81295259, 10::19, 11 * 4 +83 3:46

l 5 Y5 D39 1113087512564 T2Wa9 12,5311 264 2460346
6 11,76 31328 15:70- 11801190 11.76°12734 1,85, 3.46

l 7 115792052111 21650211598 12 125 11592 11292 #7228 2346
8 11..60:17.8812738::11.52 11,64 11.50°11.65  2:45 '3.46

l Experiment 5: 1 10.06 20.27 -14.51.:10.69 10,78 1066 10.87 2.:28 =3.46
2 1019 19,8011+ 19 10,21 10, 28 105201032227 3. 46

I 3 12.37.:28:28. 14, 1512 41 12,5512 @7 512:62 1,99 = 3546
4 9.:64:28.73 71051+ 9. 68 980 9,64 ¥9:65 #1738 346

l 5 14,78 21.44 16.37 14.82 15.03 14.78 14.89 2.72 3.46
6 13.80: 25 0812157, 37 13, 9014 .25 €1 3780814 11 229 =3:46

I 7 9.38-15.74 10:01.~ 9,43 9,66 ©9.38 99,38 :2.41 - 3.46
8 12.95:18,33 15581 13.04 213061 1229513212 - 2.64 ~3:4b

l Experiment 6: 1 7.89:18.03 8388:097.86. 7.93 ~7:85: 814 2008 " 3,46
2 2.86:017.61 8. 10 +7:88. 7,96 27:87-.8404 " 2,07 346

l 3 9.-32:294D 155 9,91 #9084 0740 w8 532 19681813 46
4 8.06 25.84 8.47 8.08 8.14 8.06 8.08 1.64 3.46

l 5 94891909 10459090 --8,97:. 9., 89 1014 =2 .31 5346
6 94752317 1052, 59749 9,55 59747996 215985 3,46

I 7 10,160 178610048 210,377 1251 10,16 10016 25300346
8 13:29-21:12°14:33 13.46::14°97 13,29 13:49 2242 .3.46

k

i

i

f

l




Table 2. Covariance parameters used for each experiment.

Expt (s) 8.1 8y b;.<1 bzl 8,z Ay b:-<2 bz'2
(Units) ( Km*m®*s—=2 ) ( Km ) (feet) G Km=emes =< ) (Km) (feet)
152,3,14 30000 810000 300 10000 2500 2500 50 1600
5 22500 202500 150 10000 625 625 25 1600
6 30000 810000 300 5000 2500 2500 50 800

Table 3. Summarising description of parameters used for each experiment.

Expt. analysis times (minutes) covariance model wind direction
1 60 standard westerly
2 120 standard westerly
3 60 standard southerly
- 120 standard southerly
5 60 narrow (horizontally) westerly
6 60 thin (vertically) westerly

_21_.




FIGURE CAPTIONS

Figure 1:

Figure 2:

Figure 3:

Figure 4:

Tracks of observing flights descending from 30000' to
15000'. Commencement times for each track are shown in

minutes at the beginning of each track.

Analysis flight tracks. Routes 1-6 descend from 30000' to
15000', routes 7 and 8 are level at 30000'.

Background covariance functions, contoured at intervals of
2 m*s~2, for experiments 1 to 6 and for combinations:
(a) u-u; (b) u-v; (c) v-v; each plotted as a function of

horizontal displacement.

Vertical profiles of background error covariances. Solid
curve shows the form of the standard covariances used for
experiments 1 to 5, the dashed curve shows the thin profile

used for experiment 6.
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