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1. Introduction

In the absence of a perfect model, any forecast will contain errors. These errors
can be broken into two parts. The first is random and is by definition unpredictable.
The second part is systematic, and it is this wnhich we are trying to predict.

The method used to predict the errors is the GMDH - Group Method of Data Handling.
This is a statistical prediction algorithm and was first proposed by A G Ivakhnenko
(1968) and is explained below. In Met 0 11 it has been applied to predicting errors
in the Octagon 72 hr Forecast 500 mb height field, but the algorithm has been

used extensively in other areas. For example in Japan it has been used to predict
air pollution levels (Morita et al (1977), Tamura and Kendo (1977)), and river

flow (Ikeda et al (1976)). In America it has been used to model the US economy
(Scott and Hutchinson (1576)) and to forecast annual crop yeild from meteorological
data (Mehra (1977)). In the USSR it has been used to model inflation processes

in the British economy (Parks et al (1974)), and to predict average monthly sums
of effective temperatures in Central Asia (Vysotskii and Yunusov (1971)).

2. The data

For every grid point in the Octagon field (wnich consists of 3037 points) there

is a time series of forecast height values and a series of verifying initializations.
The time series consists of seven weeks of data collected from the 0Z and 122
forecast runs. Bach point in a time series is known as an epoch. Thus the first
forecast in the series is epoch 1, the second epoch 2, and so on.

The error in the forecast, called the 'actual' error to distinguish it from the
estimated error, is defined to be the difference between the forecast and the
verifying initialization. Thus:

Actual Error = Forecast value - Verifying Initialization Value

In most of the work done, the actual error is taken from the Octagon 72 hr fore-
cast. Tne values of the 72 hr forecast height are, then used as predictors for
this error. Other values have been used as predictors, for example the values of
the 48 hr forecast, dut those results are not presented here.

For ease of identification, each gridpoint is numbered{ from 1 to 3@37. See
Fig 1. 3

3. The Algorithm

The basic algorithm is described by Dixon and Purvis (1980) and consists of
5 steps.

(1) Divide the data into a training sequence and a testing sequence.
(2) Select N predictors (31, Xy oo XN)

(3) Combine the predictors two at a time to form the N(N-1)/2 quadratic
polynomials:
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and in each case determine the coefficients by least squares fitting
_of the training set data.

(4) Evaluate these polynomials over the testing sequence, and select the
m polynomials which give the m smallest mean sSquare errors. These are
the new predictors.

(5) Go back to (3) and cycle through (3), (4) and (5) using the new predictors.
Keep on looping round until the best polynomial found at (4) gives a mean
square error larger than that given by the best polynomial at the previous
passage through (4). The best polynomial from the previous stage is then
taken as the optimum predictor.

Note that Zk evaluated at any epoch gives an estimate for the error at that epoch.
This represents the main difference between the GMDH and the more traditional Least
squares approach, in that the GMDH uses the prediction process to select the model
whereas the least squares approach does not. Most of the least squares theory is
concerned with getting a polynomial which fits the data well, but no- attempt at
actually predicting anything is made until the very end of the process. The
prediction is almost incidental to the wnole method. In the GMDH however, the
prediction process forms a fundamental part of selecting the model.

The basic algorithm is shown in flow diagram form in Fig 2.. To understand this
in more detail, consider the following example. To simplify the problem, choose
4 input predictors (the real problem has 9). This gives 6 possible quadratic
polynomials at each stage: . :
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The polynomial coefficients @iy are calculated over the training sequence. The
basic GMDH algorithm does this using the least squares process, but the version
now used in Met O 11 uses a 'quick' formulation developed by Mr R Dixon. In
addition to being quicker, the Dixon formulation avoids ill-conditioning which

is a recurring problem in more traditional approaches. For example in the Box-
Jenkins process (Box and Jenkins (1977)) a 1% failure rate is regarded as
acceptable. If applied to the Octagon, this would mean that 30 points were
corrupted, which is completely unacceptable. Using the Dixon formulation,

there is no risk of ill-conditioning.

Having found the coefficients in the 6 polynomials, %, to %, are calculated
using values of X taken from the testing sequence. - For any particular epoch
in the testing sequence, °‘Z; is an estimate of the actual error. By comparing
the estimates with the actual errors for every epoch in the training sequence,
the best 4 prediction polynomials can be selected. Suppose for simplicity that
the best 4 are %,,%,,%;,%.. Then we form the 6 quadratic polynomials in the
same manner as before, using the 2%; as predictors:
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Again the coefficients are calculated using the training sequence and the Yc“
evaluated over the testing sequence. The Y,;'ﬁ are then compared with the

actual errors, the four best are found .... and so on. If we write olut Y'
explicitly, we get:
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Clearly this is getting much too cumbersome to program directly, and the
complexity increases if further cycles are considered. The Japanese and

Russians get around this problem to some extent by beginning with a very simple
polynomial, say:

2z, = Q, +¢\LX'

and then building up the degree of the polynomial at each stage, (see

A G Ivakhnenko (1978)) However this approach is not feasible on a problem the
size of the envisaged Met O 11 application.

The solution to the problem is found in the algebraic structure of the polynomial
fori. Y, (equ 13). See Fig 3.
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Fig 3: The tree structure

This can be split into three parts, see Fig 4. i
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Fig 4: The tree structure split into identical parts.

The three parts are structurally identical. Proceeding in this manner, the

problem becomes much simpler. The value of %, can be calculated given the
coefficient vector (a,,, Q2 O, A, Qs , Q) So that at any stage the algebraically
complex <Z; can be reduced to a single numbper.

The 2. in the above example are known as tree level 1 results. Because they
are used to calculate YL they are also known as 'intermediate' results. yé are
tree level 2 results. '

The usual analogy given in the literature (see Scott and Hutchinson (1976)) is
the process used by a horticulturist in selectively breeding a species of plant

- 40 obtain a hybrid variety having certain desired properties. The horticulturist

takes a group of flowers and cross-fertilizes each with every other flower in
the group. He collects the resulting seeds and plants them, When these have
grown, he examines the new generation of flowers and discards those which are not
an improvement in the species. This is the equivalent of one layer in the GMDH
algorithm., This process is repeated over and over. Provided he has been discarding,
plants properly at each generation, the horticulturist should see the resulting
generations tending to have more and more of the properties he requires. Finally

a single flower results, which is the best he can obtain with the numoer of
generations he has grown.

In the Met O 11 application, the 'flowers' are the predictors used at each level.
These are 'cross—fertilized'! or comoined in pairs to form 'seeds' or polynomials.
Those wiich have the desired property of giving good estimates of the error are
then used as the new 'flowers' or predictors for the next generation.

4. Preselection

. In the paper by Ikeda et al (1976) the idea of preselecting the predictors was

suggested. In the lMet O 11 application, for every grid point and every epcch

there are 117 possible predictors. This is Dbecause the predictors are constrained
to be taken from no more than 12 epochs (144 hours) in the past and can be taken
from the eight surrounding points as well as the target point. See fig 5. From 3
these 117, we have to select 9, and this can be done in two ways. The simplest

way is to make an a priori choice of predictors. Thus predictors may be chosen

to be taken from 4 epochs (48 hours) back. This would ve fixed for every point =
in the Octagon field.

The more complicated method of selecting the 9 predictors allows a different 9

to be specified for each point. For a given point, the 117 predictors are used
individually to make an estimate of the error. On the basis of this estimate,

the 9 best predictors are chosen., It is assumed that if a predictor gives

accurate estimates when used individually, then it will give accurate estimates

when used in combinations with other predictors, though this may not always be
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©® Target Point.

Fig 5: Configuration of the 117 possible predictors.

true. In addition to giving good estimates, it is also possible to select
predictors on the basis of their correlation with each other, so that the 9
eventually selected are not too highly correlated.

5. Results

The programs as-written allow up to tree level 6 results to be calculated. However,
most of the recent work has been limited to tree level 1, as it was found that once
a bad combination of predictors has been selected at one level, the tree structure -
rapidly becomes contaminated through subsequent levels. All of the results given
in this paper are tree level 1 results.

"The results from a typical run are given in Figs 7,8,9 and 10 for epoch 87. This

epoch is significant in that it is the first epoch for which a forecast was issued
based on data not included in the training or testing sequences. See Fig 6. Epoch
80 is the last epoch in the testing sequence and is the last epoch for which the
error would be known in an operational run.

Epoch T 78 79} 80 81 82 83 84 85 86 | 87
72 hr Fest . © /ﬁ——ﬁ———g%"
Init @é%zéﬁ/

. Error .

Fig 6: The significance of epoch 87

Fig 7 gives the 500 mb height field as forecast by the Octagon for 0Z 4/2/78, and
Fig 8 gives the verifying initialization for the same time. Fig 9 gives the error,
that is the difference between the forecast and the initialization. Points to note
are that the forecast over the USA was somewhat in error, the position and intensity
of the low near Alaska is incorrect and the ridge west of the UK is not forecast
sharp enough. Also, the low.south of Greenland is not forecast at all.

Fig 10 gives the forecast after the GMDH estimated error has been removed, and
Fig 11 gives the residual errors that has not been predicted. The ridge over

the USA has been corrected to a large degree but no obvious improvement has been
made to the low near Alaska. The ridge west of the UK has not been altered very
much. There is a suggestion of a trough at 45 °W wonich is possibly an attempt at
producing the low which should have been south.of Greenland. Overall, the error
has been reduced by 9.4%, and on a diagram of this scale it is therefore not sur-

prising that no great improvements can be seen.
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Figures 12, 13 and 14 give the results for 3 single points, the locations of
which are shown in Fig 1. In each, the actual error is plotted for epochs 39
to 90, together with the estimated error for epochs 80 to 89. Below each
graph, three means are given. The first, labelled "mean (actual) for whole
period" is the average value of the actual error over epochs 39 to 90. The
second is the mean of the actual error taken over epochs 80 to 89, and the
third is the mean of the estimated error taken over epochs 80 to 89. Note
that the vertical scale is different in each case.

For point 141 (Fig 12), the actual error seems to have a very organized pattern,
and consequently it is not surprising that the GMDH estimate accounts for 75%
of the error. However, the actual error for point T17 (Fig 13) shows no such
organization and yet the GMDH estimate accounts for 79.3% of the error.

Fig 14 shows the actual and estimated errors for point 2725. The actual error,
wiile not varying as wildly as at point 717, does not show any systematic pattern.
The GMDH actually increased the error oy 225.1%.

6. Conclusions

The results obtained show overall a very modest reduction in the error of the
Qctagon 72 hr 500 mb height field. This is probably due to the fact that there
is no large systematic error inherent in the forecast model, At certain points
where there does seem to be a quasi-periodic error, the GMDH predicts it excep-
tionally well.

_The results, coupled with the fact that the GMDH only uses a very short time

series, would indicate that this is an ideal technique for predicting any syste-
matic event, such as the diurnal change in temperature at any single point.

Indeed, users of least squares methods in general should give this method very 3,
serious consideration.
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Appendix: A GMDH Glossary

Actual Error: Forecast height minus the verifying initialization height.
Corrected Field: Octagon forecast minus GMDH estimated error.

Epoch: A 12 hour time step. Forecasts are issued every 12 hours. The first
forecast in a time series is epoch 1, the second epoch 2 and so on.

Estimated Error: The GMDH prediction.of the actual error.

Geographical Predictors: Predictors taken not just from the time series of a
particular point but also from the 8 surrounding points.

¢ ® -

GMDH: Group Method of Data Handling.

Intermediate Result: Any estimated error from a tree level other than the final
one,

Preditand: The actual error. What the GMDH is trying to predict.
Predictor: Anything qsed to predict the actual'error.

Preselection: The selection of 9 predictors for each point by an objective rather
than a subjective method.

Residual: Actual error minus estimated error. This should be smaller than the
actual error.

Testing sequence: That half of the time series which is used to evaluate the
prediction polynomial. This is also known as the checking
set in some of the literature.

Training sequence: That half of the time series wnich is used to calculate the
coefficients for the prediction polynomial.

Tree Level: One cycle through the algorithm is known as a itree level because of
the algebraic structure.
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