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EMPIRICAL DIAGNOSIS OF BOUNDARY
LAYER DEPTH

D R Middleton
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1 INTRODUCTION

The proper choice of boundary layer depth is a problem which has often vexed those
who wish to calculate the spread of pollutants in the atmosphere. This report reviews
ways in which that choice can be made and describes an empirical procedure that was
developed as an option for the ‘NAME’ Nuclear Accident Model. Since the dispersion
and deposition of radionuclides depend upon boundary layer depth, the work aimed to
improve the diagnosis of this depth. Maryon and Best (1993) have compared estimates of
boundary layer depth. The new empirical method can use temperatures and winds from
the forecast or radiosonde ascents. It might be tested and improved using turbulence
intensity profiles from field data. Symbols are defined at the end.

2 THE BOUNDARY LAYER

In a fluid whose viscosity is very small or Reynolds’ number is very large:

‘we should merely have the motion of frictionless fluid...were it not for the fact that fluid
sticks to the boundary, a condition which cannot be fulfilled in the motion of frictionless
fluid. Now closer investigation shows that though fluid with only slight friction behaves
just like frictionless fluid at places where there is no boundary, a thin ‘boundary layer’ is
formed at the walls as a result of friction, and that in this layer the value of the velocity
varies from that corresponding to frictionless fluid motion to that involved by the fact
that fluid adheres to the boundary. The smaller the viscosity, the thinner is this bound-
ary layer. The frictional forces per unit volume are then very small in the interior of the
fluid, whereas in the boundary layer they are of the same order of magnitude as the forces
of inertia, as here, of course, the velocities are changed by finite amounts.” Prandt 2).




‘...a thin layer close to a solid boundary within which vorticity varies rapidly as a re-
sult of the combined effects of viscous diffusion and convection, and outside which the
vorticity is zero (or is non-zero and varies only slowly)’.

He introduces

‘the more general idea of a boundary layer, as being a thin layer in which the effect
of viscosity is important however high the Reynolds number of the flow may be.’

2.1 Atmospheric Boundary Layers

Definition: Depth of the atmospheric boundary layer ‘the height to which
insignificant turbulent transfers of heat, mass and momentum between the local earth’s

surface and the atmosphere occur when averaged over a period of the order of an hour.’
Arya (1981)

This height is important for a number of reasons (Arya, 1981):

1. It influences the mean flow and turbulence structure.

2. The dimensions of large eddies or roll vortices depend upon it.

3. Wind shears, turbulence intensities and fluxes depend on it.

4. Most dimensionless similarity formulations use it as an independent parameter.

5. It is required in several schemes parametrizing the boundary layer for large scale cir-
culation models.

6. It is important in modelling atmospheric dispersion, often being called the mixing
depth.

Scaling from Similarity The aim of similarity theory is to explain atmospheric field
data. The formulation seeks to obtain results which might approach universal validity.
According to Clarke(1970, page 93)...

‘the analysis should be applicable, provided the assumptions are justified, to all parts
of the turbulent boundary layer, including that near the ground’.

He points out that the similarity argument omits a number of possibly important fac-
tors such as horizontal non-uniformity, vertical velocity, radiative heat transfer, and time
variability. A length scale based upon the ratio of friction velocity to Coriolis parameter,
u,/f, is implied, but other scales may be important. Clarke cites other possible scales,
and reminds the reader that

‘In equatorial regions f~! as a time scale becomes meaningless, and here we might expect
time and space variability of several quantities, such as temperature and velocity, as well
as the’ Monin Obukhov length L, ‘to play a part in determining scales.’

sing scaling heights for the non-dim




unstable boundary layer extends to the inversion height z; but there is also the Ekman
scale zr tending to produce some features in the profile related to 0.2u. /f , though z;
may be much larger than zp. For neutral and stable conditions there is no counterpart
to 2, and the boundary layer may be presumed to coincide roughly with zz. When we
discuss recent work by Kitaigorodskii and by King (see below) we will see that u,/N may
be better than zp in stable stratification.

We have therefore a generalisation by Clarke(1970) to the effect that, for unstable con-
ditions, the boundary layer extends to the inversion height, whilst in neutral or stable
conditions there may be no counterpart to inversion height (which depends on the history
of the air-mass). In conclusion, diagnosis of the depth of the boundary layer must depend
on whether conditions are stable or unstable. We now examine the unstable and stable
cases in turn.

2.2 Unstable, convective conditions

In unstable conditions the height of the boundary layer usually coincides with the height
of the base of the capping inversion. There are several ways of finding the height for the
unstable case with an inversion above it. Arya (1981) reminds us that the capping inver-
sion is a good indicator of boundary layer height in unstable conditions. Measurements
of temperature taken at several heights (e.g. radiosonde, TV tower, or balloon cable) can
be used to find the height of the inversion base. We shall see below that the new Sigma
method is sensitive to an inversion above unstable conditions.

Remote Sensing by Sodar This remote sensing method relies on the backscatter of
pulses of sound energy. The method has a limited vertical range, according to conditions.
In monostatic mode, only the temperature inhomogeneities contribute to the backscat-
ter, and entrainment causes a peak in signal at the height of the first inversion base, z;.
Melas(1990) said that ‘sodar estimates of z; are in very good agreement with rawinsonde
measurements’. Although the sodars cited by Melas(1990) have a vertical range of 500-
600m, he obtained values of 2; up to 2200m through the use of similarity profiles. Such
an approach extends the range of measurement, but with increased uncertainty.

Enger (1990) describes an occasion when the 1600 m range of the sodar was less than the
radiosonde mixing radiosonde depth at about 3000 m. Sodar echo signal was proportional
to the temperature structure function whilst vertical standard deviation of velocity was
obtained by the Doppler effect. Combining these gave an estimate between 2500 m and
3400 m. This indicates that sodar can be used in convective conditions to estimate mixing
depths that are out of range (see Section 4 in Enger, 1990, for details).

Adiabat methods Radiosonde ascents may be analysed with a tephigram plot showing

graphically the profiles of temperature and of dew point. The technique for 1dent1fymg

bounda.ry layer depth appears to rely on judging where the temperature deviates f
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approach is less well suited to automated processing than might at first be supposed. The

discontinuities may be diffuse, or there may be more than one, so the diagnosis could be
ambiguous.

Synoptic radiosonde ascents do not necessarily coincide with the times for which dis-
persion calculations are required. Holzworth (1974, 1972) obtained the morning and
afternoon mixing depths using ascents recorded early in the morning. He assumed that
surface temperature at the time of calculation can be extrapolated up a dry adiabat to
meet the early morning profile at the mixing height. He assumed that the minimum (i.e.
morning) temperature and the minimum mixing depth occur at the same time, and that
the maximum (i.e. afternoon) temperature and the maximum mixing depth occur at their
same time. For morning calculations the surface minimum temperature was increased by
5C to allow for heat island effects (Holzworth was interested in air pollution potential
of urban areas but most radiosonde stations are at non-urban sites) and to ensure the
start temperature of the adiabat was greater that the surface temperature reported by
the sonde at the point of release. The use of a dry adiabat is due to the assumption of
convective activity leading to a well mixed layer; his method can only be applied to unsta-
ble conditions. The method also assumes that there is no condensation, no precipitation,
no convergence or divergence, and no temperature advection.

When radiosonde ascents coincide with the time of interest, Holzworth(1974) commended
the method of Wuerch for midday ascents in which several criteria are tested in succession
to locate the mixing height. This hierarchy of tests uses the following sequence:
inversion, isothermal, more stable than moist (i.e.pseudo-) adiabat, unlimited.

Each property is tested and the first to be found is taken to be an indicator of the mixing
depth.

Holzworth(1974) points out that with an inversion at ground level the mixing depth
by the adiabat method is zero, but this has no real meaning: his method is not applicable
to the stable case. Note that the adiabat method (Method 6 in Maryon and Best, 1993)
is akin to Holzworth’s method.

2.3 Stable, nocturnal conditions

Stull (1988, page 15) describes how cooling at the ground transforms the lowest layer into
a stable boundary layer. Whilst the wind approaches calm at the surface, winds aloft may
accelerate to supergeostrophic speed, the ‘low-level’ or ‘nocturnal’ jet. Stability near the
ground suppresses turbulence, while the developing jet causes wind shears that tend to
enhance turbulence. The turbulence may occur in short bursts i.e. is intermittent. During
non-turbulent periods, flow may be decoupled from the surface. In stable conditions, the
measurement and calculation of boundary layer depth are therefore much more difficult
and less reliable than in convection.

Wetzel (1982) discussed various methods which have been tried in earlier attempts to
locate the depth of the stable boundary layer. He suggested that the diversity of methods
is evidence that stable conditions present a problem. He cited:

1. The height where the stress is a small part of its surface value.
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2. A scaling height u./f or /u.L/f.
3. A bulk Richardson number.

4. The height of the low-level wind speed maximum.

5. The height of the maximum in the east-west component of the wind.
(This is unlikely to be of general application).

6. The height to which significant cooling extends.

7. The top of the surface temperature inversion.

8. The height of the lowest discontinuity in the temperature profile.

Wetzel (1982) suggested that in practice for stable layers, two definitions may be use-
ful, depending on the problem:

1. The depth of the nocturnally cooled layer.

After studying field data, Wetzel proposed that there may be a statistical link between the
depth of turbulence and the height to which the potential temperature increases linearly
with height.

2. The height to which surface-linked turbulence extends.

The depth may also coincide with the point where wind velocity is a maximum (cf Mahrt
et al., 1979). In stable conditions the depth may be diagnosed using zero wind shear or
height of the jet. In the present work there were occasions when a low-level jet was absent
from the stable profiles; the height of the jet is then an unreliable diagnostic.

The difficulties posed by the variability of the stable boundary layer were discussed by
Derbyshire (1990). Physical processes such as waves, absorption of heat radiation near
the top of the layer, drainage flows and other effects contribute to the unsteady nature of
such boundary layers. Derbyshire extends the z-less scaling model of Nieuwstadt (1984)
which postulated that vertical profiles of turbulence depend on the time history of the
boundary layer (‘z-less scaling’ denotes a region where height is not important). Nieuw-
stadt solves the time dependent stable layer on the assumption of ‘stationary’ conditions
i.e. that turbulent fluxes are not a function of time. Nieuwstadt’s profiles agreed with
carefully selected data from the mast at Cabauw, but he was careful to emphasise that
they represent a special case, a slowly evolving stable layer. Derbyshire used numerical
simulation to support his extension to the model and test the idea of steady conditions.
These models provide valuable insights, but did not meet the requirement of diagnosis
using NWP profiles as they rely on u,/f.

Nieuwstadt (1984) chose data for stable conditions where:-

1. They were well after transition (sunset) and before sunrise

2. The turbulence was continuous, not intermittent.

3. There were no gravity waves (which prevent the decrease of turbulence with height).
In those data where the depth seen on the sodar was below the height of the mast, the
turbulence intensity above the stable boundary layer was negligible. The boundary con-
ditions in Nieuwstadt’s model include the condition that turbulence vanishes at the top
of the boundary layer. This is a similar if stricter condition than our criterion that the
boundary layer depth is diagnosed where £ < X, (see section 4.1 below).

Remote Sensmg by Sodar Cheung(1991) has studied the atmosphere in stable con-

w, Alaska by means of sodar and other instrumentation. The
it; wayesmdlow level or ground based inversion layers




were also seen. Thin surface based inversions with heights less than 150m were often
seen, and overlying inversions were below 1.5km. Cheung (1991) discussed a climatolog-
ical summary of inversion bases produced by Kahl: for March and April the monthly
median height of inversion bases was 57m to 133m, with inversion depths 700m to 850m.

Koracin and Berkowicz(1988) studied stable nocturnal boundary layers using two sodars
operated 15km apart; the data from the two instruments were similar. They discussed
several formulae for boundary layer depth. However no evidence was found to support
the Zilitinkevich (1972) formula for stable conditions, ¢y/u,L/f with c in the range 0.22
to 0.7. The most significant point was the experimental observation that boundary layer
depth in stable conditions was directly proportional to the friction velocity.

Arya (1981) says that sodar or lidar provide the only reliable means of measuring the
height of the stable boundary layer. However other workers have emphasised the value
of turbulence measurements, e.g.bivanes(as discussed next), for finding the depth of the
nocturnal boundary layer.

Wind and Temperature Measurements The nocturnal boundary layer was studied
by Kurzeja et al. (1991). They recorded several meteorological parameters on a 300
metre tower. The difficulties in diagnosing boundary layer depth even from good field
data are discussed in this paper. Methods based on mean profiles are poorly correlated
with one another. This may be due to radiative cooling so that the inversion is deeper
than the turbulent layer. Thus Mahrt et al. (1979) discuss the increase with time of
the inversion layer due to radiation cooling, whilst the turbulent layer and jet level may
be constant or decrease with time. The top of the turbulent layer seems to occur just
below the low level wind maximum, but the inversion depth can be about 1.25 times the
jet level. Kurzeja et al. (1991) said that ‘it is preferable to use actual measurements
of turbulence’, rather than ‘the gradient of mean variables such as temperature, wind
speed, or Richardson Number’ to estimate the nocturnal planetary boundary layer depth.
In other words, field measurements of turbulence are the preferred method. This was an
important consideration in the present work whose aim was to improve a model that relied
upon Richardson number for its boundary layer depth. Kurzeja et al. (1991) measured
the turbulence by the standard deviation of azimuth angle (after filtering). Nocturnal
boundary layer depth was determined from this measure. The use of wind fluctuations is
considered again in Section 3.3.

Kitaigorodskii scaling in stable stratification Kitaigorodskii (1988) and Kitaig-
orodskii and Joffre (1988) discussed the failure of the Ekman boundary layer model in the
presence of imposed stable stratification; such failure is because the stratification can pre-
vent the depth reaching the neutral Ekman length scale of u,/f. Kitaigorodskii introduces
a scaling length of u,/N to which boundary layer depth is directly proportional. If the
Brunt Vaisala frequency N is constant, the result of Kitaigorodskii reduces to boundary
layer depth being proportional to friction velocity, as observed by Koracin and Berkowicz
(1988).




in many situations and is therefore consistent with the work of Koracin and Berkowicz
cited above.

Formulae involving u./f will clearly break down at the equator (f=0), but have often
been used at higher latitudes. In this context the measurements reported by King(1990)
are of interest; the site is at high latitude (75 36 S, 26 40 W) at Halley in the Antarctic,
and conditions varied from near-neutral to stable. The neutral boundary layer depth
was much smaller than expected and it did not scale according to u,/f. King suggests
that the presence of stable stratification limits the depth of what seems to be a neutral
boundary layer. This situation is thus reminiscent of that considered by Kitaigorodskii
(above), although futher data are needed to see if the u,/N scaling applies.

2.4 Calculation from surface observations

Surface observations are used by The Meteorological Office in supplying frequencies of
Pasquill categories and mixing depths to clients. Boundary layer depth is calculated from
the friction velocity and the sensible heat flux (which must be integrated from dawn). The
heat flux is estimated from routine surface observations and is based upon the Penman-
Monteith model. The friction velocity is initialised to a neutral value using wind speed.
Iteration is applied to improve the solution. This algorithm can only be used at certain
sites where the raw data are measured enough times during the day to minimise the errors.
The equations are in Farmer (1984).

2.5 Saturation Point method of Betts

Several thermodynamic variables can be calculated from the radiosonde data, Betts(1982a,
1982b). Pressure, temperature and dew-point can be used to calculate the saturation-
point pressure Ps; and temperature T's;. Then sy, the potential temperature using T'sy,
and Pgy, is found. These are used to obtain three quantities:

1. Pressure difference P, the saturation point pressure minus the pressure of the air parcel
in its original state, Pg; — P.

2. Equivalent potential temperature

0 = bezp(Ar/C,T) ~ 6(1 + Ar/C,T)

3. Saturation point equivalent potential temperature

0ps ~ Ospezp(Arsy /CpTs) = Os.(1 + Arsy/CpTsy)

Other symbols are listed separately.

Betts and Albrecht(1987) pages 91-2 observed that the minima in both 8z and P and the
maximum in fps, all coincided with the top of the convective boundary layer (within =+
10 hPa). Parasnis and Morwal (1991) used the minima in 65 and P to locate the top of
the convective boundary layer. This approach seems particularly appropriate for tropical
convection with high humidity. We postulate that the difference fgs — 8 may exhibit a
well defined and unambiguous maximum at the top of the boundary layer because it is
the difference betw ms which go to a maximum and a minimum; such




for boundary layer depth when applied to non-convective situations is unclear and would
need investigation.

3 SPECIFICATION OF NEW METHOD

3.1 Background

It is possible to use a critical value of Richardson number in order to locate the top of the
boundary layer. However given that methods based upon Richardson number are flawed
by discontinuities which appear when using a layered representation of the atmosphere,
another approach was deemed desirable. The aim of this work was to seek a method that

could apply to data from forecast or actual ascents. The data are restricted in scope to
those variables passed to ‘NAME’. -

The idea was to define some measure which relates to the effectiveness of the atmo-
sphere in causing mixing (dispersion) and which does not change sign with stability. A
well defined criterion for the height of effective mixing might then be specified using some
critical value of this measure. Also, if the measure relates directly to mixing it should be
possible to compare it with values derived from field observations. The measure should
be a continuous function of height, falling to a small value outside the boundary layer
where mixing is small. It should remain finite, since there are practical limits to mixing.
The measure should keep the same sign in neutral, stable or convective conditions. The
measure should be calculable from the variables that are available from the forecast model
and give answers that can be compared with measurements in the field. It should be such

that analysis of its variation with height can give an unambiguous result for the mixing
depth. Thus was the goal defined.

3.2 Possible approaches

In terms of air pollution modelling the requirement is to identify some height above which

the rate of mixing is significantly less than that near the ground Four approaches were
identified:

1. An inversion layer where potential temperature increases with height will suppress
vertical transport of pollutants and is, in effect, a ‘lid’ on urban pollutants. The height
of the inversion can be found from the variation of potential temperature with height,
but it is necessary to define in an arbitrary manner the value of g—z at which inversion is
detected. The adiabat method of Holzworth (above) can be used in unstable conditions.
The procedure must cope with the possibility of more than one inversion. Mixing also
occurs due to turbulence caused by drag at the ground, but temperature profiles convey

no information about the wind shear. Finding the height(s) of inversion layer(s) may be
necessary but is not sufficient to determine boundary layer depth in all situations.




turbulence kinetic energy by mechanical action (wind shear) and the rate of suppression
of turbulence kinetic energy by the buoyancy force associated with the temperature strat-
ification. Although Ri is uniquely defined in terms of the potential temperature gradient,
wind shear etc, it is not proportional to mixing effectiveness because it changes sign, even
when turbulent mixing may still be present.

3. The eddy diffusivity K (—flux of pollutant divided by the pollutant gradient) is a
measure of the rate of diffusion which depends on the turbulence in the flow. It does not
depend on the molecular diffusion. K might seem to be ideal for diagnosing the mixing
depth but there are two disadvantages. The definition of K assumes that the process is
Fickian; this may not be valid. There is also the practical limitation that vertical profiles

of K are not easily measured; experimental validation of the depths derived from profiles
of K will be difficult.

4. Mixing in the atmosphere depends upon turbulent eddies, so the desired measure
should relate to this aspect of the flow. The movement of the air is thus crucial to the
defining of a measure from which boundary layer depth or mixing depth is to be found.
The available candidates include fluctuations of wind direction, measures of crosswind
and vertical displacements of particles, or fluctuations of velocity components. Any of
these can be measured in the atmosphere and used to test model results.

3.3 Wind fluctuations

There are three types of interrelated parameter to describe wind fluctuations, but to be
useful for the present problem they would have to be calculable from forecast profiles.
They are as follows:

1. The standard deviations of crosswind and vertical displacement of particles (oy, 02)
which have long been used in gaussian plume models for air pollution. They depend upon
the downwind distance (or travel time) and stability i.e. according to the turbulence.

2. The standard deviations of wind direction components (o, 04) which measure the
fluctuations of wind direction. They increase in magnitude as the air becomes more tur-
bulent, being larger in convective conditions and less in stable ones, Hanna et al.(1982),
p 28. These parameters are often measured in air pollution field surveys, because the
necessary instrumentation (e.g. bivane) is reasonably economical and the results relate
to the turbulent mixing. Kurzeja et al. (1991) used bivane data to locate the boundary
layer depth (above). This procedure could be tried were it possible to calculate profiles
of oy.

3. The standard deviations of wind-velocity components (0w, 0v, 0w) which describe
the turbulence of the flow. When normalised with respect to the mean wind-speed u they
give the components of turbulence intensity. The intensities o,/u and o, /u decrease with
height for all stabilities, whereas o, /u increases with height in unstable conditions and
decreases with height in neutral and stable conditions (Hanna et al. (1982), pages




Statistics such as the standard deviation of the fluctuations of the wind velocity compo-
nent depend upon the averaging time. Unambiguous definition of boundary layer depth
using these statistics or other methods requires the averaging time to be specified. This
is often done implicitly.

3.4 Summary of criteria

To summarise the above criteria, the desired procedure to diagnose boundary layer depth
should employ a variable which has the following properties:

Depends upon wind fluctuations

Increases as the turbulent mixing increases but remains finite

Will always be greater than or equal to zero

Is able to be calculated from forecast suite output

Is able to be calculated from measured quantities in the field

Depends upon averaging time

Will be amenable to experimental testing

Leads to an unambiguous diagnosis of the depth in any conditions.
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4 THE SIGMA METHOD

4.1 Outline

The method that is now to be described is empirical in the sense that it began with some
field measurements reported by Bultynck and Malet (1972), but has been adapted and
evolved to try to get it to fit as wide a range of radiosonde ascents and model profiles
as possible. The method has been given the acronym ‘Sigma’ simply because it is also
related to the standard deviations ¢, and o, that are familiar in gaussian plume models
of atmospheric dispersion.

The method looks for a height above which the rate of mixing becomes small. Two papers
cited below describe a stability parameter S that can be calculated from the forecast suite
variables available within ‘NAME’. S can be used to obtain a measure which obeys many
of the above criteria. Benaire (1980) describes the Bultynck-Malet stability parameter S,
which uses just wind velocity and potential temperature gradient. Bultynck and Malet
(1972) present empirical formulae whereby their S-parameter can be used to calculate
the gaussian plume parameters o, and o, for a given travel distance = in the downwind
direction. In the empirical Sigma method we calculate the dimensionless quantity

5= Y07 (1)
z
from zero as mixing

increases, and is never negative. It can be obtained fro

culated in
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be compared (in principle) to verify the variation of ¥ as a function of the height z. A
critical value X, is proposed as the criterion defining where the boundary layer or mixing
depth should be set. In the light of applying early versions of the Sigma method to a
number of profiles, some additional adjustments have been incorporated into the method
(see below), but the above outlines the general idea.

In the next section a more fundamental definition of ¥ will be given, together with the
derivation of the above form. Then an empirical method of estimating ¥ is described

4.2 Derivation of Sigma, ¥

In the notation of Bultynck and Malet (1972), the instantaneous wind components are
u, v, w aligned parallel and orthogonal to the mean wind. The mean is denoted by an
overscore, with deviations from the mean denoted by a prime. These components are
Eulerian measures of the wind taken on a mast.

v=u+u (2)
V=1 (3)
w=uw (4)

Turbulence statistics depend on the averaging time T which is used in the calculations of
the running means. In order to choose a suitable averaging time it must be recognised
that the anemometer is fixed upon a mast, giving an Eulerian measure of the turbulence.
However the mixing of a pollutant is a Lagrangian process as the admixture is borne
along with the mean wind-speed. The averaging times are found as follows after Hay and
Pasquill (1959, p 351) who defined their 3 as the ratio of the Lagrangian to Eulerian time
scales; equations 7, 8 below were given by Wandel and Kofoed-Hansen (1962) and used
by Bultynck and Malet (1972):

I, = ﬁ (5)
i ﬂzi (6)

where z is the distance travelled with the wind at mean wind speed % in the travel time 2.

Also, B, and Bz depend upon the Lagrangian and Eulerian time scales of turbulence:
LS G
B, = LTa(e) Q
8. = Yoa(uy} @)

For a sampling interval B (say 3600 s), with the above averaging time T, or T, the
crosswind and

vertical standard deviations of a point source plume are related to the




and
) T ol

L
2 —_—
it [w'z/(ﬂ.i)zlg/“ (10)
The above notation is given in Appendix 1.

Turbulence in the horizontal or vertical can cause mixing, so combining these measures
by geometric mean yields the two forms:

/. 1 1
2 3k
2 =\ o pll a1,/ (11)

= vV oy(z)o.(z)/z (12)

Equation 11 can be used to find ¥ from the fluctuations of the components of wind veloc-
ity. These velocities could be measured in the field or taken from numerical simulations of
turbulence. Equation 12 allows ¥ to be estimated from the spread of particles as described
by the point source plume spread parameters at various heights for different stabilities.
These parameters can be estimated via equations 9, 10. Their behaviour may diverge in
the stable boundary layer, but even so if one of them tends to zero above the boundary
layer, then so will ¥ in equation 12. Field measurements of the wind components u,
v, w can be used to assess the dependence of equation 11 on height and averaging time.
The latter may be of significance in stable boundary layers whose stationarity is uncertain.

and

L is a measure of the efficiency of mixing by turbulence. It depends upon how much
a plume will spread crosswind and vertically relative to its travel distance. I is positive,
increases as turbulence increases and depends upon the averaging time. It is likely that
will decrease with height because of decreasing effects of surface roughness and because
a stable temperature gradient is likely to be met. This implies that the height where £
obeys a suitable test can be diagnosed as the boundary layer depth. The test is discussed
in a later section. X has the important property that it is amenable to experimental
study.

4.3 Depth Criterion

In order to use ¥ to diagnose boundary layer depth a suitable criterion must be chosen.
It must be well behaved in all conditions, not leading to absurd heights. It must reflect
pronounced discontinuities in the profiles, such as strong inversions. Several criteria are
possible but after some trials it was decided that the simplest method was the best. The
required depth becomes the height where I first falls to less than a value X,. The testing
starts from just above the ground to avoid surface effects (at the surface in ‘NAME’, the
wind speed is zero)

Two special cases can arise:
1. In very strong winds, ¥ should be quite large near to the ground, but decrease rapidly
when the shear is less

2. With nocturnal surface inversions, the air near the ground may be very still, and 2
may not even reach the threshold of X,

i '..mﬁﬂ Vorkes "5;:"‘
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4.4 Value of the Threshold

The threshold value X, represents the idea that at points above the boundary layer there
is less turbulent mixing. If ¥, is too large, very shallow boundary layers are diagnosed.
If it is too small, the depth may be diagnosed as too deep. Clear air turbulence or wave
motions above the boundary layer might cause £ > ¥, but are not considered here. The
choice of ¥, will now be discussed.

Bultynck and Malet (1972) gave empirical curves for o,(z) and o,(z). The boundary
layer top is to be the height where conditions are most stable. In defining the threshold
Lo we need to know how the dimensionless quantity ¥(z) varies with z.

For the stable category denoted E,, Bultynck and Malet (1972) give the following:
oy (8) =0:2852%97% (13)

and
o:(z) = 0.311z%™! (14)

From equations 12,13,14 we found that for x between 100 m and 18 km, ¥(z) varied from
0.087 to 0.024. Beyond 1km the value of ¥(z) in stabilility £, did not change very much.
It was therefore decided to round the 1 km value of £(z) = 0.0493 to 0.05. In the present
work, the threshold was defined using the minimum value of ¥ for each profile, but not
less than 0.06. Then

20 = Emin + 0-01 (15)

If £y < 0.06 then Xy = 0.06.
This procedure was adopted to ensure that the method was able to cope with a wide
variety of model profiles.

4.5 Empirical Sigma Method: ¥ From Profiles

In the present context it was desirable to estimate ¥ from model products as will now be
described. The first step is to obtain the stability.

The Monin Obukhov length requires the measurement of friction velocity and vertical
heat flux ‘which are not easy to obtain in current practice’ while the Richardson number
has the square of vertical shear in the denominator, but this is ‘also difficult to measure
with the required accuracy’. Bultynck and Malet (1972) therefore adopted the parameter
S to characterise the stability:

a8
S = ‘5;/ g (16)
where % is the vertical gradient of mean potential temperature in the layer from 8 m to

114 m and g is the mean wind speed at the height of 69 m. They state that ‘studies of
profile ‘m have shown that the parameter S




1. It uses just the potential temperature, wind speed and height

2. It can be used to obtain o,(z) and 0,(z) at z, from which we estimate £(z). As in the
above section, we used z = 1km.

3. It can be calculated using forecast or actual ascents.

Bultynck and Malet (1972) selected data from meteorological measurements taken at
Mol in Belgium. They applied strict criteria before using the data in curve-fitting for the
stable (S > 0) or unstable (S < 0) cases. The general curve used for o, or o, was as
follows:

o(e,151) = o(e,0) [ ST t

where o(z,0), b, ¢ were constants, values of which were determined from the data for
downwind distances of 100 m, 500 m, 1000 m, 5000 m, 10000 m. Note that b and ¢ also
depend on the sign of S.

In order to estimate X, formulae were chosen according to the magnitude and sign of
S i.e. according to stability:

Neutral S =0
7,(1000,0) = 100 (18)
.(1000,0) = 73 (19)
Stable S > 0 1]10°7
60 + 0.57|5|10 :
,(1000,|5]) = 100 [ 50+ [510° (20)
o [ 158 +0.52|5]10°]
0.(1000, |S|) = 73 [ 158 4 [S[10° | (21)
Unstable S < 0 15]10°7
510 + 2.5|5]10
7,(1000,|S]) = 100 [ 510 + [ST10° | (22)
. [2480 + 3.63|5]10°
7.(1000, |S|) = 73 [ 2480 1 |5[10° (23)

Thus for a downwind distance of 1000 m, values for o, and for ¢, in metres were obtained
and used to calculate X.

Radiosonde profiles Temperatures and winds may be reported at different pressures,
so must be processed separately. The potential temperature and windspeed at a series of
heights are calculated. S is found using the gradient of potential temperature across the
layer, with the wind speed at each height. Given S, ¥ for z = 1000 m is calculated and
tested to see if it has fallen to less than ¥,. When it does so, the procedure has found
the desired depth and processing halts.

‘NAME’ model profiles The forecast or analysed products held on a special archive

can be read by the ‘NAME’ model. Temperatures, windspeeds and directions are available

at several levels and at each grid point. Potential temperature and the height of each‘l rel
ted S, a',,d,,andzuecalculateduabm The desired depth is fou '




4.6 Extrapolation of S

The work of Bultynck and Malet (1972) was for a height of 69 m, and it has been nec-
essary to extrapolate up to 5000 m. The wind speed should be adjusted allowing for the
diminishing effects of the ground at greater heights. The profile should change with the
stability conditions. However the following adjustment has been adopted:
For 2 > 69 m,
= (2)" 24

Ugg = U, > (24)
with exponent m=0.5 for any stability. Thus in Equation 16, the exponent m=0.5 in-
creases |S| in proportion to 2/69. An adjustment based upon the wind shear was tested,
but did not seem any better than the above.

Cieslek et al.(1981, page 373) studied the exponent m on a tower for wind-speeds recorded
at heights of 24 m and 69 m. Shortly after sunrise m ranged from 0.6 to 1.0, whilst in the
early afternoon it was near 0.0. Their Figure 3 plots m against time of day for August 1-2,
1977 on a scale 0 to 1; a line drawn at m=0.5 (used in the present work) divides the data
in two. For this height range the value seems reasonable but at greater height its validity
is uncertain. In their Figure 3, m depends on lapse rate according to an approximate
relation (M Best, personal communication)

log (1002 + 2)
m =
log(7)
In this form, for unstable conditions m tends to zero and the adjustment factor (69/2)™

tends to unity: the influence of z is reduced. This was tried in a few cases and had a
small effect on the diagnosed depth.

In summary, the diagnosis is less sensitive to wind-speed profiles than to gradient of
potential temperature. The sensitivity of the empirical Sigma method to wind adjust-
ments has not been quantified (apart from the above study of m). A study of measured
turbulence intensity profiles may lead to a better approach, because Sigma can be directly
related to turbulence intensity. This could be an area for fruitful research.

4.7 Neutral Conditions

Tests revealed that it was advisable to broaden the range of neutral conditions to a wider
range of values than implied by the identity S = 0. Once the gradient of potential
temperature has been calculated, gradients in the interval £0.5 K/km are set to zero and
cause S = 0. A range of values on § is also defined so that the three cases become:

1. Stable S > 6.324556 x 10~°

2. Unstable S < 6.324556 x 10~5

3. Neutral |S| < 6.324556 x 10~°

The adjustment to the gradient is analogous to an observer taking a slight slope on the
adiabat as stability. The limits on S extend the neutral case




was subtracted from £? (i.e. replacing the above interval); it gave modest increases in the
depth in some cases. Section 5.2 also considers the effect of the strength of the inversion
when diagnosing its depth.

4.8 Stable Conditions

In stable conditions with a strong surface inversion the Sigma method detects the positive
2 and returns a minimum height. Mahrt et al.(1979) discussed the use of the nocturnal
jet as an indicator of the depth of the stable boundary layer. When included in the code,
this worked for a number of midnight ascents, giving more realistic depths than Sigma
had. However when tested on forecast profiles the results were disappointing because the
wind profile sometimes had a maximum at great height (even reaching the highest level
in ‘NAME’ on occasion, which is clearly too high).

4.9 Windspeeds

Windspeed was reset to 0.2 m/s if it was ever less than this figure.

When windspeeds exceeded 11.5 m/s and the wind shear exceeded 0.1667 /s, then the
special category E; of Bultynck and Malet (1972) for strong winds was applied:

o, = 1.04327%8 (25)
o, = 0.819z%°%° (26)

The testing of shear is not in the original specification of category E7, but was included
after plotting some profiles with a very pronounced shear near the ground and high wind
speed. Some profiles over the sea had shown that without the testing of shear, the Sigma
method was missing a pronounced change in the wind profile when the wind increased
rapidly with height and then was nearly constant with height.

4.10 Extreme Conditions

In Equation 17 as |S| increases, o(z, |S|) tends to a constant value o(z,0)[c]. This means
that in very stable or very unstable conditions the dependence of o, and o, on |S| will
diminish and ¥ also tends to a limit. The following forms were tried:

Stable § > 0 b4 c|S[10°
C
0(33’ lSI) = 0'(3,0) [b+ |S|106 1 d|S|21012]

Unstable S < 0

b+ c|S|10° + d|S|’10“]

o(z, |S|) = o(z,0) [ b+ |S|108
With d—O 000020 z showed a sma]l va.na.txon thh |S| in strongly sta.ble or unstable-ﬁ
o . tl ex b, '




5 RESULTS

The results of the Sigma method are best demonstrated by typical profiles which com-
pare the model profiles with radiosonde ascents. A small sample of the many possible
profiles for midnight and midday appear in Appendix 2. Each page refers to radiosonde
measurements or to ‘NAME’ model profiles (the latter from the forecast suite) and are
labelled accordingly. The date and time are given. Positions are identified by the name
of the relevant radiosonde station. The grid point is for the Limited Area Grid and some
points are just off the coast from the adjacent radiosonde station. Since these stations
are all within 5 degrees of the Greenwich meridian, the profiles can be regarded as being
at the same solar time.

Each figure contains four profiles, with height calculated from the hydrostatic equation
(applied to each layer in turn). The four profiles are as below:

1. Dew point and temperature

2. Wind-speed

3. Potential temperature.

4. The empirical Sigma parameter X.

Equations 12, 16-23 were used to estimate ¥ as a function of height from the values
of potential temperature and wind-speed interpolated at each step. A broken line is
drawn at the height where ¥ crosses the threshold ¥, and indicates the boundary layer
depth as diagnosed by the empirical Sigma method. This height should be compared with
the profiles 1, 2 and 3.

In a number of cases, the actual and model profiles agreed sufficiently for them to give
similar diagnosed depths. In other cases the profiles and depth results were quite dif-
ferent. It is worth noting that the actual ascents show dew point, but this information
is not used in the Sigma method. The reader will find the dew point is useful when
studying the curves. The depth is diagnosed in actual or model profiles using the same
Sigma algorithm. Wind data for radiosonde ascents are archived at different heights to
the temperature measurements, so interpolation was used to find temperature and wind
speed at each step height.

5.1 Profiles for midnight

Many show stable conditions with a surface inversion, but some are sensitive to the wind
speed. This is because the Sigma method is affected by wind speed as well as potential
temperature gradient. Lerwick had strong wind speeds and demonstrate that the method
responded to the wind speed as well as to the temperature profile.

CRAWLEY 13 August 1991 Midnight This is an inland site, and the ‘NAME’
gnd-pomt is 16860. This ra.dxosonde profile was at a time when pressure was lng a.nd




temperature at the surface. The empirical Sigma method often returns a minimum depth
in stable conditions because the method responds more to potential temperature gradient

than to wind-speed. The profile is a classic case of shallow depth in light wind and surface
inversion.

LERWICK 18 April 1993 Midnight This is a coastal site in Shetland, and the
‘NAME’ grid-point is 12502. The wind-speed was above 15 m s™! and the potential
temperature gradient was stable. The strong wind meant that ¥ was large up to 2 km;
‘NAME’ (1940 m) and radiosonde profiles (2129 m) both show ¥, was reached near this
height. A deep boundary layer is diagnosed in either case.

TRAPPES 18 April 1993 Midnight At this site, the wind speed was not quite
so high and the gradient of potential temperature was more stable. This is an inland site
near Paris, and the ‘NAME’ grid-point is 17781. The model and radiosonde depths were
diagnosed to be shallow and different. The ‘NAME’ data for potential temperature at

Trappes has a slightly less stable region near the ground and a deeper layer is diagnosed
(247 m). The stable radiosonde profile yields a shallower depth (139 m).

5.2 Profiles for midday

At midday the well mixed layer may be characterised by a high surface temperature with
an inversion aloft. The well mixed layer is most easily seen in the potential temperature
profile. The Sigma method often returns a depth that is representative of temperature
inversion. Sometimes the result seems low, because it has detected the first sign of inver-
sion, and not reached a higher level where the inversion may be much stronger. This is an
important point, for it may be desirable in future to increase the gradient % to diagnose
the stronger inversion (cf Section 4.7 above). The midday profile of potential temperature
at Crawley (13/08/91) is an example, as now follows.

CRAWLEY 13 August 1991 Midday This is an inland site, and the ‘NAME’
grid-point is 16860. Pressure was high and the wind-speed ‘was low. The surface tempera-
ture is raised due to solar heating. The potential temperature shows convection reaching
1100 m. The diagnosed depth (811 m) is less than this because the method has detected
the first signs of inversion; a stronger inversion is seen in the radiosonde profile at 1100m.
The Sigma values are smaller above the inversion, except at 2300-2500 m where the change
in lapse rate has suggested an increased turbulence in this layer. This layer stops at the
subsidence inversion shown by the dew-point.

HEMSBY 18 April 1993 Midday Hemsby is a coastal site and the ‘NAME’ grid-
point was 15946. The diagnosed depths were similar for the radiosonde and model profiles.
The radiosonde ascent has surface potential temperature very slightly greater than the
air above it. The depth is diagnosed at 922 m. In the ‘NAME’ profile for potential




temperature the surface value is low because the grid-point is just off the coast and the
sea is cooler than the air above it. However the method still diagnoses the unstable layer
and finds the depth at 980 m. Both diagnoses are noticeably above the inversion at 700
m; they reflect the influence of wind-speed.

NIMES 18 April 1993 Midday Nimes is an inland site, with ‘NAME’ grid-point
19850. Depths disagree because the model (1238 m) and radiosonde (1599 m) profiles
differ. The radiosonde shows a classic unstable boundary layer with hot surface; ‘NAME’
has a similar but shallower structure. In both cases the depths are placed at the inversion.

5.3 Summary of Profiles

The radiosonde profiles for Crawley on 13/8/1991 at midnight and midday are classic
examples of the two cases: overnight inversion and daytime convection. As discussed
elsewhere the stable conditions in the inversion are difficult to handle and the empirical
Sigma diagnosis is usually the minimum depth. Stable conditions merit the greatest
attention in future studies. Other profiles also illustrated the effect of strong winds.

6 CONCLUSIONS

1. This work hypothesises that the geometric mean turbulence intensity ¥ as defined
by equation 11, meets the criteria for unambiguous diagnosis of boundary layer depth.
It depends directly upon wind fluctuations, increases with the turbulence, remains pos-
itive (but can be zero) in all stabilities, and depends (probably weakly) upon averaging
time. It is further hypothesised that ¥ can be tested against a criterion X, to diagnose the
depth. ¥ can be measured in field trials using wind fluctuations for a fixed averaging time.

2. An empirical Sigma method was developed from Equation 12 to estimate the boundary
layer depth from radiosonde ascents and forecast profiles. It uses potential temperature
and windspeed at a series of heights to find values of a stability parameter S. It is however
necessary to extrapolate the empirical curves (see Equations 16-23) of o, and o, versus
S to the required heights. There is scope to adjust the method to the desired strength of

inversion.

3. The empirical method worked quite well in unstable or neutral conditions. Poten-
tial temperature plotted against height often exhibits a pronounced discontinuity at the
inversion. There is then relatively little difficulty in judging by inspection whether the
Sigma method has responded to the presence of the inversion. The method usually re-
turns shallow depths in stable conditions, at or only just above the initial height from
which the algorithm begins its search.
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grid point in ‘NAME?’ at any time.

5. The empirical method recognises that mechanical and thermal processes cause turbu-
lence; the method is sensitive to both the windspeed and potential temperature. However
considerable uncertainty surrounds the extrapolation to reach greater heights, so more
work here would be advisable. Radiosonde ascents can validate the depth when discon- -
tinuities are pronounced, but this is not always so. Lack of clear guidance from some

measured profiles hinders the validation of algorithms for boundary layer depth; other

data (such as sodar, lidar, or turbulence probes on balloons or aircraft) are thus desir- -
able. In this regard, measurements of turbulence intensity would be of most value to

improve the method.

6. It is proposed that field data be used to plot ¥ (Equation 11) as a function of height
and stability. The data should range from near the ground to well above the top of the
boundary layer. The three- dimensional geometric mean of all three turbulence intensity ]
components might also be studied. Such a study might test the hypothesis that ¥ can be
used to diagnose boundary layer depth. il
7. Maryon and Best (1993) have also examined boundary layer depths using six dif-
ferent methods. They employed a sample of radiosonde ascents as reference data. =
8. Field validation of methods for diagnosing boundary layer depth could enhance the
simulation of radionuclide behaviour in the atmosphere. -
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SYMBOLS

Constant

Sampling time

Constant

Constant

Specific heat at constant pressure for dry air

Stable stability class

Strong wind stability class

Coriolis parameter

Eddy diffusivity, or Kelvin

Monin Obukhov length

Exponent in wind profile, Equation 24

Brunt Vaisala frequency

Pressure of air parcel

Pressure of air parcel expanded adiabatically to saturation level
Humidity mixing ratio

Humidity mixing ratio for parcel at its saturation level
Richardson number

Stability parameter

Averaging time for running mean

Temperature of parcel expanded adiabatically to saturation level
Averaging time for running mean of y component
Averaging time for running mean of z component
Wind velocity component in direction of mean wind
Friction velocity

Wind speed at height z

Wind speed at 69 metres

Wind velocity component orthogonal to mean wind
Wind velocity component in the vertical

Distance downwind from plume release

Distance crosswind from plume centre-line

Distance vertically from plume centre-line, also height
Ekman layer height

Inversion height

Ratio of the Lagrangian to Eulerian timescales

Ratio of the Lagrangian to Eulerian timescales for component v
Ratio of the Lagrangian to Eulerian timescales for component w
Potential temperature

Equivalent potential temperature

Saturation point equivalent potential temperature
Potential temperature using Tsy, Psp

Latent heat




2min

Standard deviation

Standard deviation of wind velocity component u

Standard deviation of wind velocity component v

Standard deviation of wind velocity component w

Crosswind standard deviation of particle spread

Vertical standard deviation of particle spread

Standard deviation of wind elevation fluctuation

Standard deviation of wind azimuth fluctuation

Dimensionless measure of turbulent mixing, geometric mean turbulence intensity
Threshold value ¥ at boundary layer top

Minimum value of ¥ in the profile

Saturation-point pressure minus pressure of air parcel, Ps; — P

B .
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9 APPENDIX 1

9.1 Notation

Equations (9) and (10) equate the spread of particles normalised by their travel distance
to the component of turbulence normalised by the mean wind speed. The paper by Bul-
tynck and Malet (1972) uses a typesetting of its equations 5,6 which is less clear to read
than the equivalent equations 3,4 in De Maere and Bultynck (1970). It is therefore useful
to clarify the notation.

The running mean of the fluctuation velocity squared over averaging time T' = z/(f%) is
denoted by

2
Ve /(8:) (27)

with dimensions L2T~2.
The combined average for sampling interval B, say 3600 seconds, is then

[”;/(a.a)zl B (28)

with dimensions L2T~2.
Finally the square root of this average over the sampling period B is denoted by

P LSRR TR
A e
2 1 (29)

which has dimensions LT 1.
When this is normalised by division by % the answer has no dimensions, consistent with
oy/z or o, /z.

9.2 Bivane Smoothing

In a similar fashion, Leahey and Halitsky (1973) calculate plume standard deviations in
the cross-wind and vertical directions by means of smoothed bivane traces. The bivane
signal is smoothed over moving intervals of time z /3% for downwind distance z, mean wind
speed %, and 3 about 4; the results are insensitive to 4 and moderate departures have little
effect. The standard deviation is calculated from the smoothed signal. The deviations
are sampled over intervals of time for which the plume dimensions were required, then
multiplied by the downwind distance.

9.3 Other Comm_ents




which the particle has deviation X, Pasquill has

X? = uT? (30)

by applying the usual rules of differention to the mean values of fluctuating variables and
their products. Taking square roots

ox = VuT (31)

and using T' = z /(%) leads to

SR (32)

The similarity to the dimensionless measure of the turbulence intensity (which has long
been in use: see for example Stull (1988) page 43) is also evident:

I=oy/M (33)

where I is the turbulence intensity, o) is the standard deviation of the wind speed M
and the mean wind speed is M.




10 APPENDIX 2. PROFILES FROM MODEL AND
& RADIOSONDE

A small sample of the many possible profiles are included in this report. Each page refers
to radiosonde measurements or to ‘NAME’ model profiles (the latter from the forecast
suite) and are labelled accordingly. The date and time are given. Positions are identified
by the name of the relevant radiosonde station. The grid point is for the Limited Area
Grid and some points are just off the coast from the adjacent radiosonde station. Since
these stations are all within 5 degrees of the Greenwich meridian, the profiles can be
regarded as being at the same solar time.

il Each figure contains four profiles, with height calculated from the hydrostatic equation
' (applied to each layer in turn). The four profiles are as below:
1. Dew point and temperature
- 2. Wind-speed
3. Potential temperature calculated from the pressure and temperature data used to plot
profile 1.
E 4. The value of the empirical Sigma parameter £. Equations 12, 16-23 were used to
’ estimate ¥ as a function of height from the values of potential temperature and wind-
speed interpolated at each step. A broken line is drawn at the height where ¥ crosses

B the threshold ¥, and indicates the boundary layer depth as diagnosed by the empirical
Sigma method. This height should be compared with the profiles 1, 2 and 3.
"
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