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Summary

Various methods of estimating monthly means and extremes of climatological
data are examined. Any éeneralised method is likely to be based on a correlation
matrix, but the incompleteness of the data introduces problems with this approach.
These are illustrated by program BMDPAM of the BMDP suite, which produces estimates
worse than those using traditional methods based on single station comparisons.
Principal component analysis, (a-technigque not included in BIDPAM), is likely to be
the best statistical tool for estimating missing values among highly correlated data.
It requires, however a higer quality correlation matrix than is normally attainable
from incomplete data. This can be obtained by using a simple estimating procedure to
produce a preliminary set of complefe data. A simple technique was deviged for estimat-
ing climatologicaliaata in the UK, and this was found to give. .results similar ita those
obtained from an eigenvector scheme used for quality control purposes. Further refine-
ment of the estimates therefore seemed unnecessary. The accuracy of the estimates is

such that it is suggested that satisfactory averages could be computed from only 10 years of

data, and possibly less.

= Introduction

Most meteorological investigational work involves the analysis of -data and these
are very rarely complete. The problem of missing data is therefore very common and a
simple and effective procedure for eliminating it would be of considerable
practical value. In climatology, one of the most obvious applicatibns of such
a procedure is in the production of averages and cher statistics. Their
publication is one of the most important functions of National Meteorological
Services, and they are put to a wide variety of uses by a large section of the
community.

The period of data to be used in the compilation of climatological averages
has been the subject of much discussion (eg Jagannathan et al, 1967). The final
choice is essentially a compromise between a sﬁort period, which gives rise to.
sampling errors, and a long period, which fails to keep pace with climatic change.
Arguably, therefore, the optimum averaging period is obtained when the sampling error
becomes of the same order as the likely climatic change. This varies; however, with

element, region, and season. Another factor to be taken into account is the leng{h
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of homogeneous records commonly available at single sites. The shorter the period
that can be used to provide satisfactory averages, the greater the number of statiouns
that can be used to answer climatological enquiries. As a compromise between
conflicting interests, WMO recommend a universal averaging period of %0 years.

In the UK, the amount of missing data that has to be estimated in the calculation
of %0 year averages is considerable. In the period 1951-80, for instance,over 600
stations recorded temperature for 10 or more years, yet the number with complete
records in the 30 year period is only 50. It is clear that if a reliable method of *
estimating missing data were available, then the number of stations for which 30 year
averages could be produced would be considerably increased.

This paper is primarily concerned with averages of monthly means and extremes.
The best method of estimating these could well be the examination of daily data, but
this only considers methods based on the monthly means or extremes themselves. Dzily
data were not used eince this would greatly increase the magnitude of the task and, as
will be shown, adequate estimates can be obtained using monthly values. The only ele=-
ments considered are temperature aud sunshine, although the discussion may reasonably
be extended to-other ciimatological parameters.

%0 or 35 year averages of temperature and sunshine have been produced by the UK
Meteorological Office fairly regularly since 1900 and, during this time, the method d?
estimating missing data has remained unchanged. It is a simple procedure based on
comparisons with a sihgle neighbour, the required computgfions being performed manually.
A change to a more sophisticated computér-based‘technique is clearlj desirable. The
BMDP suite of statistical software described by Dixon and Brown (1979) contains a
program BMDPAM which was designed to estimate missing data. This contains a number of
options which were thoroughly tested, and all proved unsatisfactory. ‘A‘éimplé routine
based on lineaf regression was then written and tested.

2;: " Data ; : : -

Since 30 years is the recommended length of an aversging period, it would clearly
be sensible to use 30 years of data for this investigation. At the time. of writing.'-
data from the entire UK climatological network are only held in convenient computer
form for the years 1959-1979 and this dictated the period of data used. The el.ements

examined were:-



(i) Maximum and minimum temperatures observed at O%h every morning, and

averaged ove; all days in a particular month. These are referred to as the
'daily max' and 'daily min' respectively.

(ii) The highest maximum and lowest minimum temperatures recorded in each
month. These are referred to as the 'monthly max' and 'monthly min!
respectively. From these data series the highest monfhly max and the lowest
monthly min in a period of years are referred to as the 'extreme max' and
'extreme min' respectively.

(iii) The total number of hours of brightbsunshine recorded in a month,
referred to as the 'monthly sun',

" The largest sources of error in station averages are likely to be caused by
inhomogeneities due to sudden or gradual(changes of sitc or instrumentation.
Ideally, these should be eliminated before comparisons between neighbouring
stations are made. 1In practice, however, this is a difficult and time-consuming

task ; and the investigations which follow are based on data from which inhomogeneities

have not been removed. The data had, however, been subjected to simple quality control

procedures which removed climatologically 'impossible' values.

The stations chosen were those with 120 months or more of data present in the
period 1959-79, plus 23 selected stations for temperature and .10 for sunshine. This
gave networks of around 570 stations for temperature and 370 for sunshine, and their
distributions are displayed in figs 1 and 2 respectively. For temperature the station
density is reasonably uniform apart from northwest Scotland, where it is much lower
than elsewhere. Far fewer inland stations report sunshine than temperature but the
majority of stations along the. coast obs;rve both temperature and sunshine.

3. Background climatology

The best methods of estimatingﬁmissing daté will, in general, depend upon the
statistical properties of the data. In climatology, the two most important factors
are the inter-correlations in the station network, and the seasonal variations in the
relatioﬁs between stations. Some idea of_theseYVariatibns.in the UK is gained by
éxamining values obtained for 10 stations ~ Achnashellach (isolated), Bfaemar (frost

hollow), Durham (standard site), Santon Downham (frost hollow), Oxford (standard site),
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Hastings (coastal), Earls Hill (upland), Corwen (frost hollow), Scilly (all neighbours

in one direction)._and Armagh (standard site). For sunshine, Achnashellach was re=
placed by Fort Augustus and Corwen by Douglas. The locations of these stations are
shown in fig. 3.

The highest correlations between neighbouring stations for temperature and sun-
shine are shown in fig. 4. The figures represent the average of results obtained :
from the 10 stations in the period 1959-79. Not surprisinély, the highest correlations,
around 0.98 to 0.99, are observed for daily max, but there is some seasonal variatiod,

| with higher values in winter than in summer. Daily minima show a more'pronounced
seasonal variation, with correlations ranging from 0.95 in summer to 0.98 in winter.
Hence daily min in winter is as highly correlated as daily max in summer. Monthly max
and ﬁonthly sun both give correlations between neighbours around 0.95, with little
seasonal variation (but remember there is a less densg network of stations for sun-
shine than for temperature). As expected, the lowest correlations between neighbours
afe obéerved for monthly min, with values ranging from around 0.8 in summer to 0.9 in
‘winter.

Some idea of the decay of correlation in the station network is given in table 1,

where associations between neighbours with the highest and 6th highest correlations

g

with one another are compared. Averaged over the 5 parameters and 10 stations exa-
mined, the correlation falls from 0.94 for the first ranked neighbours to 0.90, for
the 6th ranked neighbours. For daily max at places like Oxford, where there is a
relatively dense network of stations set in topographically simple country, the 6th
ranked neighbour has a correlation as high as 0.99. For ¢ monthly max at places like
Sqilly, however, where all neighbours lie in the same direction and are relatively
distant, the correlation of the sixth neiéhbour.has fallen to 0.71.
4 The seasonal variations in the standard deviation of temperature and sunshine
are illustrated in fig. 5. For suﬂshine, the sfandgrd deviation varies roughly in .
proportion to the mean sunshine received. For temperature, the variations are very
similar to those observed for the correlations in fig 4. Thus a decrease in the
correla¥ion, which makes estimates more Qifficﬁlt to make, is accompanied by a de=-
.crease in the standard deviation, which renders the estimates more reliable.

A more detailed examination of neighbouring stations is made in fig 6, which

illustrates seasonal variations in




(1) the correlation between the stations

(ii) the difference in the monthly means ( /A )

(iii) the ratio of the standard deviations, which corresponds to the

slope of a straight~line relation between the stations.
Ttems (ii) and (iii) may be regarded as the coefficients in a linear relationship
between two stations. TFig & shows that there can be considerable seasonal
variations in these coefficients.

4. Review of techniques

4.1 Problems associated with generalised methods based on the correlation matrix

A general approach to the estimation of missing data will commonly start
frog the correlation matrix. This-is usually required to be complete and self-
consistent, and this introduces the following difficnlties:- .

(i) If two stations records do not overlap, then one would not normally be

used to make estimates for the other. If the correlation matrix is required

to be complete, however, an estimate must be made, and this may not be

very good. Because the data is incomplete the correlation matrix is not

self-consistent, but can be made to be so by 'smoothing' of the elements

of the correlation matrix. In this procedure, any errors in the 'missing'

elements are shared dmongst the others, degrading any estimates which may

be derived from theim.

(ii) Selection of the "best! neighbours should depend not only on the

inter-correlations between stations, but also on the length of overlap

-between them. If two neighbours had the same correlation with a station,

for examﬁle, then the preferred neighbour would clearly be that with the

longer overlap., Furthermore, correlations based on short overlaps have

a larger random error than tﬁose based oﬁ long overlaps, so the highest

values in a corrélation matrix are much more likely to be derived from

short overlaps than long ones. When using a correlation matrix, there-
fore, it is important to be able tq weight the sfations according to the

length of overlap with one andther.




(iii) In some statistical packages, the correlation matrix is constructed from
standardised anomalies based on means and standard deviations de¢ived from all
available data for each station. The mean and standard deviation for each
station are therefore based on disparate periods. In general, the correlations &
calculated in this way will be too low. Suppose, for instance, that station A
recorded observations for a period in which cold years predominated, while
station B operated during a period in which the majority of years were warm.

Any years with near average temperatures would then be credited with a positive-
anomaly at station A and a negative anomaly at station B. Clearly the true
;orrelation between two stationé can only be estimated from data wiich is

restricted to the period of overlap between the stations.

(iv) The data from which the correlation ﬁatrix islderived must belong

to a single p0pﬁ1ation. This is obvious, of course, and in most appli-

cations imposes no restrictiéns. In-climatology, howevér, the seasonal
variation means that each month or season must be treated separately,

thereb& restricting the data sample that can be supplied. A 'mixed &
season' analysis could be.made by expressing the data in the form of
standardised anomalies, but the monthly means and variances would be based

on small sample sizes and disparate periods, so that problems remain.

4.2 Minimisation of RMS errors and loss of variance

If observations are standardised, the gradient of a least squares linear
régréssion between two variables is equal to the correlation between them. Thus
“if two variables had a one to one relationshiﬁ with one another, but there was a
random scatter in the observations such that the correlation between them was
only 0.7, then the slope of the linear regression Qould also be 0.7. Hence
minimising RMS errors generally leads to a loss of variance. If there are not n
many missing values, or they are only going to be used to estimate means, this may
- be quite acceptable. In general, howevei, the more of the original variance that

can be retained, the better.



4.3 Total v Partial Correlation

One of the simplest ways of estimating missing observations is to express

them as a linear combination of observations from neighbouring stations. A

basic problem is to decide whether the weights associated with the neighbours
should be determined on the basis of partial oxr total correlation. The partial
correlation between a station and a neighbour is the correlation between them
after the effects of other neighbours have been removed. It is the basis of
multiple linear and stepwise regression techniques. In multiple lineér regression,
all the neighbours supplied are included in the prediction equation. In step-
wise regression, neighbours are used as predictors only if their partial

correlation with the test station is significantly different from zero.

An observation at a given station may be expressed as
linear relation x observation at a neighbour + systematic (geographical)

difference + random difference.

The linear relation with the first neighour will be taken into account in both the
partial and total correlation approaches. The total correlation method reduces random
errors but neglects spatial changes. Stepwise regression tazkes into account geo-
graphical variatiéns but deglects random differences. The behaviour of multiple linear
regression depends on the inter-correlations between the variables supplied;j if these
are low, the results will be similar to those obtained from stepwise regression, while
if they are high, they will be similar tq those derived from total correlations,:
Insection 31 it was shown that, for the stations and elements examined, the
highest correlations between stations averages 9.94. This value is sufficiently high
that the use of a stepwise regressién technique would lead to only one neighbour being
retained in the prediction equation. In these circumstances multiple linear reg-
ression might be expected to provide better estimates. When the data are highly
gorrelated, however, the equations used to dete*mine thé regression coefficients
(weights) associated with each statiAn are illconditioned, and the coefficients pro-

duced have large standard errors. Ridge regression is a technique designed to over-




come this problem. It is equivalent to dividing the off-diagonal elements of a

correlation matrix by 1+K, where K is known as the ridge parameter. A good géneral'
description of ridge regression is given by Meisner (1979). It is one of many
techniques made available by program BMDPAM.

To illustrate the use of ridge regression, consider the case of 10 neighbours
whose correlations with a test station all have expected values of 0.9. In ordinary,
least squares regression, the station weightings have expected values of 0.1, but
with large standard errors, also 0.1 (say). Application of ridge regression might
lead to‘expected weightings of 0.08, but with mgch smaller standard errors, 0.01
(say). It can be seen that the stability of the regression coefficients is obtained
at the expense of a loss of variance in the final estimates. |

When the inter-correlations in the station network are as high as for climdto-

logical stations in the UK, differences between neighbours due to large

scale geographical vériations are small. In this situation, beighbours selected
'on_the basis of their total correiation with a test station are likely to yield
better estimates than those based on partial correlation; stepwise regression is
likely to produce estimates based on only one peighbour, While a combination of
multiple linear and ridge regr;ssion leads to loss of variance.

4.4 Optimum and linear interpoloation

The term optimum interpolation is generally used to describe a technique in
which estimates at a point are derived from a linear conbination of oﬁservations at
neighbouring stations, the station weights being chosen to minimise the RMS errors
of the estimates. It is therefore similar to multiple linear regression. The term

linear interpolation is usually used to describe a method in which estimates are
obtained by fitting a plane to thevsurroundinglstations.

Linear interpolation gives results which are snly slightly inferior to optimal
interpolation if

(i) the stations are reasonably uniformly distributed

(ii)  the correlation between‘near;st neighbours i§ high, and between points

close together very high (» 0.9)

(iii) the correlation decay function is homogeneous and isotropic (ie independent

of location and direction) 9




Hopkins (1977) applied linear interpolation to temperature and sunshine data in

Past Anglia, where the uniform terrain enabled the above conditions to be most nearly
satisfied. :

Neither linear nor optimum interpolation was tried in this paper. Linear
interpolation is unable to cope with the effects of topography, while optimum
interpolation, being based on a correlation matrix, suffers from the pitfalls
mentioned in section 4.1. The RNS errors obtained by the method proposed in this
paper are, however, compared with those obtained by Hopkins (1977) in section 8.

4.5 Principal component analysis

Principal component analysis is fully described by Kendall (1975). It enables.
fields of correlated data to pe represented by a set of orthogonal patterns or
eigenvectors, each of which explains the greatest part of the (remaining) variance.
The leading eigenvectofs represent systematic differences between the stations
while the random differences are consignéa to higher.order components. By
reconstituting the data from only the leading eigenvectors, the;efore, the genuine
differences between.stations are retained while the noise is ignored. As thus
described, the technique seems an‘ideal means of estimating missing values. The
disadvantage is that a complete and self-consistent correlation matrix is required
so, if the data are incomplete, the problems optlined in gection 4.1 are encountered.

Principal component analy;is forms the basis of the routines currently operated
by the UK Meteqrological,Office for the quality control of daily climatological
data (Spackman, 1980). Spackman achieved a complete and self-consistent correlation
matrix b& using a simple estimating procedure to obtain complete data-prior to
performing the principal component analysis. Heeliminated missing values by taking
the mean of all observations in the samé county for the day in question and adjusted
it by the annual average.difference between station and county values. The same
approach could be used in the estimation of missing data. A simple method could
be used to make 'first guess' estimates which coul& be refined by a subsequent
principal component analysis. A suitable technique based on the concept of total

correlation was déveloped and is described in section 7. The comparison of results

“in section 8, however, shows that the estimates obtained using this method are of

similar quality to those achieved by the quality control routines. Subsequent
refinement of these estimates by principal component analysis therefore seemed

unnecessary. : 10



4.6 Traditional and proposed techniques

The method traditionally used by the UK Meteorological Office to estimate
missing temperature and sunshine data is based on comparisons with a single neigh-
bouring station. For temperature, a constant difference between stations has been
assumed. Thus if the Januvary temperature at station A has been 0.1°C above that at.
station B during a period of overlapping records, then 0.1°C was added to the values
at station B to give estimated values at station A. For sunshine a constant ratio &
between stations has been assumed. Thus if the July sunshine at station A has been
1% less than at station B during a period'of overlapping records, then 1% was

subtracted from the values at station B to provide estimated values at station A.

" In the proposed technique, the constant difference or ratio is replaced by

a linear regression, and the single neighbour is replaced by several. The main
pointe of the method are
(i) To select the best neighbours, the (total) correlations with the
test station are averaged over all months, and adjustments made according
| | - to the length of ovérlap.
(ii) “To preserve variance, the slope of the linear regression between

two stations is made equal to the ratio of the standard deviations (ie the

(iii) To ensure a smooth seasonal variation, the regression coefficients
are smoothed over a number of months.

(iv) To reduce random errors, the final éstimate is based on a linear
‘combination of estimates obtained from individual neighbours.

He Estimation using the traditional méthod and evaluation of techniques

|

|

moderating effect of correlation is ignored).

i

|

A computer program was written to simulate the procedures involved in the

i traditional method of estimating temperature (ﬁhich in practice were carried

| out by hand). The neighbour selected was that for which the standard deviation
of temperature difference with the test station was smallest. Any seasonal
variation in the difference was retained in order to prevent stations of different
" site characteristics (eg coastal, inland) from being matched with one another.
Only neighbours which were capable of eliminating all missing values were

considered. A similar routine, based on ratios rather than differences, was

written for sunshine. : ik




All the methods of estimating missing data which are examined in this paper

were evaluated as'follows. An array of data, consisting of points in space
(stations) by points in time (years) was formed. A station with complete or
almost complete records was selected as test station, and its observations were
withheld for a pre-determined set of years. The estimates produced for the test
station for the 'missing' years were then compared with the observations.

The traditional method was evaluated by using the same 10 stations as were

used in section 3. Observations for these stations were supplied in turn for the

years 1959-63, 1975-79, 1959-68, 1970-79, 1959~73 and 1965-79, and results
obtained from this combination of 10 stations and 6 overlapping periods are
preéented in table 2. The elementé examined are monthly and daily min in
January, monthly and daily max in July, and monthly sun in June and December.
In practice, the method was only used to provide averages of daily max and min
énd monthly sun, but the RMS errors of the individual estimates are given in
~table 2 for completeness. Comparison with fig 5 shows that this very simple
technique gives RMS errors which are about 40% of the corresponding standard
deviations.

6. Estimation using BMDPAM

6.1 The ogfions ¥ 'wfi . i 2t '“j
The main opfions are
(1) SINGLE. Linear regression against the most highly correlated neighbour
for which a value is present.
(ii) REGR. Multiple linear regression.
(iii) STEP. Stepwise regression..
(iv) TWOSTEP. Stepwise regression limited to a maximum of 2 neighbours.
All the options may be combinéd with ridgg regression, while the level of sig-

nificance used to retain or reject neighbours in stepwise regression may also be

defined as !
P o 2 slope of regression line 32

|

|

varied. This is achieved by use of an 'F to enter' criterion in which F is :
standard error of slope

The default value is 4, which corresponds to a significance level of around 5%.

12




6.2 Presentation of results from 1979 version

The 1979 version of the program BIDPAM was tested on data for Corwen inNorth Wales fron
1959 to 1979. Corwen is a frost hollow and was chosen because its monthly minima in
January should be difficult to estimate. This circumstance should afford maximum
opportunity for the best estimating procedure to distinguish itself from the
remainder (in this kind of situation). For completeness the program was also

tested on daily minima in January and daily and monthly maxima in July. The

program was supplied with data for 50 stations in Wales and Cheshire in which
observations from the test station were restricted in turn to the years 1959-63,
1975-79, 1959~-68, 1970-79, 19?9-73 and 1965~79. The options examined were
SINGLE, TWOSTEP, REGR and STEP for a variety of ridge parameters, and STEP for.
a range of F to enter criteria. Statistics of the errors of the estimates for
monthly minima in January are presented in fig Ts Thése represent the average
" over all 6 periods for which Corwen data were supplied. v

The behaviour of all 3 statistics displayed in fig 7, namely the RMS error,
‘the error in the average, and the ioss of Qariance, are very similar. The
estimates are all very poor, and worse than those obtained from the traditional
method. A fypical RMS error of 3.300 may be compared with 2.9°C using the tradit- =
ional method, while the reduction in the standard deviation of around 1.7°C is
considerable (traditional method 0.9°C). The very poor estimates for REGR with
a ridge parameter of 0.2 are due to instabilities being generated when 15 years
of data from the test station were supplied. The simplest option, SINGLE,
performs as well as any, and estimates based on 15 years of data from Corwen
are n§ better than those based on only 5 years. Similar patterns of results
‘emerge vwhen daily minima in January and monthly and daily maxima in July are

_considered.

6.3 Interpretation of results from 1979 version

The estimates obtained from EMDPAM were poor mainly because they were derived *
from a correlation matrix, and suffered from the problems described in section
.4.1. TFirst consider SINGLE. It has two major faults:-

(i) In selecting the best néighbour, it takes no account of th§ length

of overlap between stations. When the program is supplied with a large

number (49) of neighbours, it is almost inevitable that the station selected

as best neighbour will be one with qhshort overlap. This i;fuhy the




1)

of the overlaps) are erroneously accepted as predictor variables.

estimates obtained when 15 years of Corwen data are supplied do not

represent an improvement on those obtained from only 5 years of data.
(ii) If two stations do not overlap, the correlation between them is assigned

a default value of zero. This introduces inconsistencies into the correlation

matrix, and when these are smoothed out, a considerable lowering'of the genuine
correlations takes place. It will be reéalled that when observations are
standardised, the gradient of the linear regression is equal to the

correlation between them. BMDPAM makes use of this relation, and the

reduced value of the correlation is reflected ip a decreased slope of the
regression line. It is this procedure which leade to the loss of variance
thch is such a feature of the estimates produced by BMDPAM.,

Next consider STEP and TWOSTEP. For the UK climatological network, the

first neighbour would commonly account for such a large proportion of the variance
that none of the other variables would have partial correlations which were
significantly different from zero. In BMDPAM, however, the fit of the first

neighbour is not good, and there is more residual variance than there ought to

In addition, the F to enter criterion (by which neighbours are accepted or

rejected) is not adjusted to take account of the amount of missing data., Thus

some neighbours with high partial correlations (arising by chance from the brevity

The erroneous inclusion of neighboﬁrs can be prevented by increasing the F

to enter criterion or introducing a ridge parameter, which cause the method to
revert towards SINGLE., If the F of RIDGE parémeteps are set high enough, even
the first station will fail to satisfy the stringent significance requirements,
and the estimates produced are then set equal to the mean §f the sample. With
the data employed in‘this investigation, this occurred for a ridge parameter

" of 2 or more.

14




6.4 Maximum likelihood estimation of missing correlations (1981 version)

A major fault in the 1979 version of BMDPAM was the setting to zero of
the correlations between non-overlapping variables. In the 1981 release
(Dixon, 1981), the problem is overcome by the use of a maximum likelihood
routine to estimate the missing correlations. This procedure is capable of
@ffecting great improvements in the quality of correlation matrices produced
from incomplete data. In BMDPAM, however, the correlations are calculated using
means and standard deviations based on all available data for each station,
and. as described in section 4.1, this results in correlations which are 1oo
low. Thus although the maximum likelihood routine is capable of producing
estimates of missing correlations which are of the same general level as those
present, in BMDPAM its effectiveness in producihg unbiased values is compromised
by the procedure used to calculate the correlations. ‘

An error in the program resulted in the iﬁcorrect éssighment of the most
highly correlated variable. This has prevented a fair assessment of the
effectivenéss of the 1981 version of the program from being made.

7. Estimation using,prooosed.technique

7.1 Factors to be considered

The best.estimates of missing data can be made by making full use of the
available data, ie by using more than one neighbour, and by not treating each
month separately. The first point can de satisfied by using a linear combination
of ﬁeighbours, while the second can be .accommodated by some smoothing of the

relationsnips obtained for each month. First consider how the linear combination

15
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Next it is necessary to consider the form of relationship used to estimate the

of stations should be chosens-

(i) Each climatological parameter can be estimated separately. The best
combination of stations for one element (eg maximum temperature) is not
necessarily the same as for another (eg minimum temperature). For

maximum temperature the 'best' neighbour is probably the nearest one,

but if that nearest neighbour is a frost hollow (and the test station is not),
then the best neighbour for minimum temperature will probably be‘another
station which, although further in distance from the original station, is
closer in site characteristics.

(ii) The neighbours can be selected according to their total (as opposed
to partial) correlation with fhe test station.

(iii) A directional dependence could be imposed on the selection of
stations. Thus if 12 neighbours were to be chosen, a requirement could be
ﬁade that at least 2 should be drawn from each quadrant. There are situations,
however, eg coastal, where this scheme would not work well.

(iv)  The neighbours chosen could be weighted in proportion to their
correlation with the test station. The weights could be allowed to vary
from one month to another.

(v) The length of overlap between stations should be taken into account
by including the standard error of the correlation coefficient in the
selection criteria. Thus stations could be chosen not according to the
correlation coefficient direct, but according to its lower 95% confidence

limit, for instance.

missing observations.

(vi) Should the relation be linear? sirictly, perhaps not, but with the
relatively small overlaps commonly available, a linear relationship is the
safest assumption to make.

(Qii) The calcﬁlation of the slope of the linear relation is not entirely
straightforward. Let

oy = standard deviation of observations from the test station
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Il

~standard deviation of observations from a neighbour

and T

correlation between the test station and neighbour
The best straight line fit between the stations (the first principal
component) will have a slope of oy/ox. A least squared linear regression
of y on x, however, will produce a slope of r.oy/bx. This latter will
minimise the RMS error of the estimates, but will reéult in a loss of
variance. Thus it is worthwhile setting the slope of the linear relation
to both oy/ox and r.oy/ox.

Finally it is necessary to teke data for other months into account when making

estimates for a particular month. This is achieved by

" (viid) Smoothing‘the monthly values of the weights attached to each

neighbour, together with the coefficients of thg linear relations with the

test station (ie the slope and [& ).

7.2 Formulation of technique
A computer program was written in which the factors discussed above were

rationalised as follows:—

(1) The number of neighbours (n) was made to range from 1 to 20.
(ii) The neighbours were selected as follows. For each month, the
correlation r with the test station was calculated and converted to Fisher's
Z statistic:-

z = #.5 /[ 1n(14r) - 1n(1-x) /
The merit of Z is that its confidence limits are easily calculable from its
standard ‘error (E) which is given by

E=1/ {83
where N is the number of pairs of observétiong. The values of 2
associated with each month (Zm) were averaged over all months to give 2,
and the standard error was calculated from the total number of overlapping
observations.

Neighbours were then ranked according to

/
Z = Za - K.E

17
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7.3

the 10 stations named in section 3. Observations for the stations were supplied

where K was varied from O to 8.

/
Neighbours were not used to make estimates when Z fell below

ZeYX0e.

(iii) The weights to be attached to the neighbours could be found by solving

a set of simultaneous equations which minimised RMS errors. As the
variables (neighbours) are highly correlated, however, the equations will
be ill-conditioned and the resulting weights unreliable., ZFour simple

schemes, in which the weights W, were related to the rank i, were tried

3
instead:-
() uniform weighting Wi =1
(b) linearly decreasing Wi=1-=(i-1)/n

i

1/i.
exp /- (i-1)_/

The weight in a particular month m was then calculated from

(¢) geometrically decreasing Wi

(d) exponentially decreasing Wi

Za

For each month, estimates of missing data were made from linear relations
with all the neighbours selected. The final estimate was a weighted

average of the estimates from all the neighbours, in which

(iv) The slope of the linear relations were calculated from ox/ox and

r.oy/ox.

(v) The monthly values of the weights, slopes, and B vere smoothed by
a j-point filter (involving j monthks) in which the coefficient of each month

was derived from a level of Pascals triangle (eg 1: 4: 6: 4: 1). This gave

a close approximation to a Gugssian filter, which provides very effective
smoothing (see Lee, 1981). The variable j was made to range from 1 (no
smoothing) to 11 (approximately equivalent to a running mean of 4 months).

Optimisation of technique on monthly minima for January

The variables listed above were optimised for monthly min in January using

18



in turn for the years 1959-63, 1975-79, 1959-68, 1970-79, 1959-73 and 1965-79.
The results presented below represent averages over the 6 overlapping periods
and 10 test stations.

For each of the weighting functions used, table 3 showe how the RMS errors
of the estimates vary as the number of neighbours is increased from 1 to 20, In
this table, the neighbours were selected by subtracting 4istandard errors from
Z, the slope of the linear relations was set to oy/ox, and T-point smoothing
was employed on the slope and [X . VWhen equal weights were attached'to the
neighbours, table 3 shows how a substantial reduction in the RMS error (from
1.5400 to 1.27°C) was achieved by increasing the number of neighbours from 1 to
8. As the wéighting functions gave less and less weight to the neighbours, more
of them needed to be taken into account pefore the lowest RMS error was attained.
The 'geometrically decreasing' weighting function was clearly the best of those
tried.

For the geometrically decreaging weighting function, table 4 examines

(i) the method of calculating the slope of the relation between stations,

and

(ii) the degree of seagonal smoothing applied to the slope and A o
When only one neighbour is used, calculating the slope as r.oy/ox is marginally
superior to setting it to oy/ox. When 12 neighbours are used; however, the
latter approach is clearly the better. This is especially true for Qstimating
extremes, since r.oy/ox underestimates the variance.

Table 4 shows that the introduction of a modest amount of smoothing to the
e.lope and A ' reduced RMS errors by O.'13°C. Provided there is some smoothing,

: however, the actual degree of smoothing (within the range applied here) is
unimportant. When neighbours were allowed to have different weights in different
months, smoothing of these made no difference to the RMS errors. This is under-
standable, as only small adjustments to the overall weighting function would
be made. All the figures presented here were obtained when the weight attached

" to a neighbour was made the same in all months.

19
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When 23 neighbours are accorded a geometrically decreasing weighting

function, the effects of 7 point Gaussian smoothing on the slope and A are

illustrated in table 5. It is evident that smoothing of [3 is more important

than smoothing of the slope, and that smoothing the slope yields only modest
improvements over setting it to unity (as in the traditional method). Note

that when one neighbour is used and no smoothing is applied to the slope or [} ”
the RMS error is 1.68. In the traditional method, in which the slope is set to
unity, this is reduced to 1.59.

All the figures presented so far have been obtained when neighbours were
selected by subtracting 4 standard errors from Z. The minimum RMS error of 1.21
found so far could be reduced to 1;20 by subtracting 6 standard errors (E) from
Z. This may seem to be a large number of standard errors but note that E is based
on the total length of overlap available, ie when data from all months are pooled
together. If E were.calculated from data for only one mqnth of the year, then the

_number of standard errors subtracted would be much smaller (typically, \[IE times
i smaller). If no standard errors were subtracted from Z, the RMS error rises
to 1.27.

The above findings may be summarized as follows. When only one neighbour
is used, and the slope and ZX are unsmoothed, the RMS error of estimates is
1.68, This can.be reduced to 1.20 with contributions, acting independently,
as follows:-

(i) Using more neighbours (0.27)

(i) Smoothing A e
(iii) Sioothing the slope (0.07) / only 0.02 gain over assuming
: unitx47
. (iv) Teking into account missing (0.07) -

data in the selection of neighbours

(v) Weighting the ith neighbour (0.06)

according to 1/i | _
(vi) Calculating the slope from (0.04) [Tbut.more important in extremes_/
oy/ox

20




(vii) allowing different weightings (0.00)

of neighboures in different months
The optimisation of the technique for monthly min in January may thus be
described as

(a) 12 neighbours weighted according to 1/i and selected by subtracting

6 standard errors from Fishers Z transformation of tﬁe correlation

coefficient.

| (v) 7-point Gaussian smoothing of the slope (calculated as oy/ox)

and Z& .

Because the neighbouring stations will have incomplete data, the number of
neighbours available to form the estimates in any given year will, in general,.
be less than n., In fact, with 30% missipg data (as in this exercise), it will
be of the order of 0.7 n. If the number of stations for which Z’ exceeds zero
is leés than n, then it will be even less.

It will be evident that the number of neighbours used to form estimates is

| dependent upon the data array supplied to the routine. If this contained all
available data and missing observations amounted to 50%, then the number of
neighbours used to form estimates in any given year would be approximately
0.5 n., The results presented in this paper would then apply to this data set
if the quoted values of n are multiplied by 0.7/b.5.

T.4 Accuracy of estimates

Estimates of missing data were made for mohthly and daily minima in January,
monthly and daily maxima in July, and monthly sun in June and December. Although
the technique was optimised only for moﬁthly min in Januvary, it has been applied

without modification to the other climatic parameters. The estimates were made
for the 10 stations described in section 3 and the 6 overlapping periods used in
section 7.3. The statistice presented in this section include the term 'mean
error'. This is used to describe the arithmetic mean of a set of errors,
irrespéctive of their sign.

The errors of the estimates are expressed as a perceﬂtage of the standard
deviation of the observations in table 6. The mean errors are approximately 10%

of the standard deviation for temperature and 20% for sunshine. Note that there is
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only a modest (15%) improvement in the estimates as the length of data increases

from 5 years to 15 years.

The mean errors appropriate to 30 year averages are presented in table 7. These
were obtained by multiplying the figures given in table 6 by the fraction of data
missing in the averaging period. When 15 years of data are available, mean errors
are less than 0.1°¢C for daily max and min, less than 0.2°C ‘for monthly max and min,
less than O.SOC for extreme max and min, and around 3 hours for June sunshine. The
mean error is only 80 per cent of the standard error, and so for large sample sizes,
95% confidence limits lie close to 2.5 mean errors. As only small sample sizes were
available in this work, 95% cqnfidence limits are best regarded as being around 3
times the mean errors quoted. The figures for extreme max and min were only derived
from 21 years of data, and will underestimate the errors associated with 30 year
extremes.

Table T gives errors averaged over 10 stations for individual months. Errors

in other months are likely to vary with the standard deviation, modified by the

correlation between neighbours (see figs 3 and 4). Some idea of the differences

likely to be experienced from one part of the country to another are provided in
table 8. In lowland areas where the stations are relativgly close, errors are likely
to be_onlygﬁwo—thirds of thoge.quoﬁed, while in the interior of Scotland, where the
station density is low and the topography complicated, values around 1.4 times as
great are to be expected.

8. Comparison of estimates obtained from various techniques

- The RMS errors of estimates obtained from the traditional and proposed

techniques are' compared with those obtained from principal component analysis

'(Spackman, 1980) and linear interpolation (Hopkins, 1977) in table 9. In making

comparisons, the following points should be borne in mind:-
(i) Figures for the traditional, proposed ;nd Spackman techniques refer
to Oxford, while those for Hopkins are based on a station network in East
Ahglia with assumed separations of 20 km for temperature and 25 km for
sunishine. : .

(ii) For Spackman and Hopkins, the entries for monthly max and min refer
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to the RMS errors of daily estimates. Values for mean daily max and min
and monthly sun have been obtained from the daily values using a relation
based on serial correlation. The values used, together with the equation
in which they were inserted, are those quoted by Hopkins (1977).
(iii) Hopkins' values were obtained from an average record length of 10
years, with observations being extracted every third day. TFor temperature,
the winter values were drawn from January and February, while the summer
falues refer to July and August. The results are therefore based on a sample
size of 200.

Spackman's values were obtained by extracting observations evexry third
day from 5 years of data (1973-77). For any month, therefore, the sample’
size is 50.

The traditional and proposed figures were based on extracting one
observation per month from an average record length of 10 years. TFor a

given month, this gives a sample size of 10.

(iv) The traditional and proposed methods were both tested on various periodd-

between 1959 and 1979, while the Spackman technique was tested on the years

1977-1980. The Hopkins analysis was based on data in the period 19%59-74.

Table 9 shows that at places like Oxford, there is little to chose between
the proposed technique and those of Spackman and Hopkins. They all represent
considerable improvements on the traditional method.

A more general comparison between the traditional, proposed and Spackman
techniques is presented in table 10, where the figures represent errors meaned

over the 10 stétions named in section 3. Errors associated with the proposed

technique are about 72% of those obtained from the traditional method. For
temperature, the proposed techniqﬁé produces better estimates than prinqipal com-
ponent analysis, but for sunshine the latter technique is clearly superior. This
may be ascribed to the poorer station network and greater correlation decay for
sunshine than for temperature.

Finally, for monthly minima in January at Corwen, table 11 confirms that
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estimates obtained from option SINGLE of program BVMDPAM are worse than those

obtained from the ‘other methods examined.
9.  Conclusions

It is very difficult to write a generalised program to estimate missing data.
An obvious starting point is the correlation matrix, but difficulties are created
by variations in the length of overlap between variables, leading in extreme cases
to missing correlations (obtained when variables fail to overlap). Loss of variance
is a general problem associated with minimising RMS errors, and in climatology, the
seasonal variatioﬁ makes it difficult for all the data to be taken into account.

The program BMDPAM suffered from all these difficulties.

. If is suggested that the'best'general technique for estimating missing values
among a set of highly correlated variables will be based on principal componen£
analysis. The high quality correlation matrix required can probably be obtained
from the sample correlations combined with a maximum likelihood routine to estimate
the missing correlations. Alternatively, a simple est}mating prﬁcedure (such as
‘linear regression against the most highly COrreiated variable) may be used to produce
a breliminary set of complete data, and the correlation matrix can be calculated from
that.

A statistically simple technique, relying.on the avaiiability of a large number
of highly correlaﬁed neighbours, was devised to produce estimates of climatological
data in the UK. It was féund to give similar results to an eigenvector scheme used for
quality control purposes, S0 i‘ur_‘ther refinement of the estimates seemed mzriecessa.ry. Errors of
estimates produced using this technique were about 70% of those obtained using traditional
methods. If 10 years of data are available,.mean errors of 30 year averages of O. 1°C for daily
max and min and 4 hours for June sun are attaihable.

As a result, the following critexj_i.a. are suggested as minimum data requirements

for the computation of 30 year averages:

(i) 5 years for daily max and min except in the more data sparse areas,

where 10 years are required.
(13)...00 years for monthly max and min, and monthly sun.

(i3i) 15 or 20 years for extreme max and min.
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These suggestions are subjective impressions based on the above work and, in

practice, should be determined by reference to required levels of accuracy.

Quantitative written information on this subject is, however, difficult to find.

The most important point is probably that, when an average is computed from incomplete

data, some idea of the errors involved will now be known.

Acknovledpement

The BMDP suite of programs were developed at the Health Sciences Computing

Facility, UCLA, which was sponsored by NIH Special Research Resources Grant RR3,

References

Dixon, W J

Dixon, W J & M B Brown
Hopkins, J S
Jagannathan, P, R Arlery,
H Tenkate & M V Zavarina
Kendall, M G

Lee, ACL

Veisner, B N

Spackman, E A

1981

1979

19717

1967

1975

1981

1979

1980

BiDP Statistical Software 1981. .Univ Calif

Press, Los Angeles.

BMDP-79. Bicmedical Computer Programs.

P series. Univ Calif Press, Los  Angeles.

The spatial variability of temperature and
sunshine over uniform terrain. Met Mag, 106, =
pp 278-292.

A note on climatological normals. WMO Tech Ncte
No 84, TP 108, WMO No 208,

Multivariate Analysis. Charles driffin & Co.,
London.

Smodthing‘and filtering of meteorological data.

Met Mag, 110, pp 115-132.

- Ridge regression-time extrapolation applied to
S L

Hawaiian rainfall normals. J App Met, 18,
pp 904-912. :

Areal quality control of daily climatological

data using station factor scores. Met 0 3

Tech Note No 6.

25



Fig 1

Distribution o8 temperatvre stations

- A
” Y Rt 5256 6106 16ME
g élu l]:'s') 16eq
Geb 2108 260
' ra29 4 500 2101 AT
| N, 7 AN / A385 SeC) NITM
i 10 s 20 e N 3978 2495 B3y R
‘ ‘ g Y ‘ e i
e /“’ 8171 1757
, { $in et 5ies
H < { 1691 20
§es pha2s Qe - 3508 1000 seq
] w597 928 5798
\ - v / 2572 6627 Es0E
R 1818 £298 1198
> p ., A 2693 7851 8072
= M 152, 1606 Sve) 9190
oty BV si51 4 1550 5400 9748
£ - o 3
- v %7 AN ey 1615 5271
2 ~"
o R s =
L G : . e a9
W et ) a “aes . mo:“."’ 1078 e pigy 41209
A AN . g . : “1008 \
f:"‘. c™ 537 Ay S2 « -“//'"1 \
g \ \. .5 Ay _ k{1
K < 4 - $1267
< N > s 1256
LA ST w58 n0ed /
R S % 1103 1266 ‘ <
\ z > o/ /
) ¥ =y 3 AT 1213027
. S RN 282 - j280 3 S +
vy . N i
T ’7'7‘ 1318« /
582 e AT
P "
2566 c1379 -uas/
i “1489 -
b T «L3se
)
1eps 100 G
.
Iuss 18 398
1361 |y
o108 <7 1380
. $ 1023 CINAG CTINE b SA !
L 6218 Ly, 1462 e 1566 1568 i | | A
r// ‘-Q’{ PRV i 1/1'\,/ o ) = i DO | " - " i -
551
711 . b20N. J
6213 6276 .‘Qh\\_,“:i” L Legpe9 |
? = gele 6238 ea TRiE *1638 S 4o
B 'Flﬂ 657926366 «6u37  *1603 u16a3 \\
N 3 e 6374 *166) "7
ks T | 6516 ) 166 [ 1
- /\ 6a8e e1836 1726 «13ee |
% . | |
\ )sus 1066 L1959 ur0es | — |
\ 654 sugs 1823 <y9ss !
SR YER S 8 1593
r 6462 1 e .
< ) “6a1 “1963 i |
i : e _seany e e e L P A ) RO, &, 4 >
“ayes 31t ) <2007 *2077
o .
Z ;a:’”"“‘ 6708 g yeS i ¢ . !
. =3025 “qoes 9157 ,- . 6641 1087 i ! !
e u .su ez e 30?0 091 i
5629 *9134 L9188 *1050 203 2138
21 %055 9167914y \ /\ ’-\ 67 |
Lo Jise 0,005 ) ‘ | 258
v L3} > \5 2155
’ eaugz B9 ué Z-'suz A5 Jies | 2165 2163
o501 65/ ﬁst A 6840 001 "7
0 32500 L
9513 agues ,,h,ss!:u “.’fz“ 2 '
8338 L/,( |
e #3336 ! 6989 | |
e e = I . AP, : Il et DR IR R e A
'\)sﬁw .
1
(\& 21

Y288 47269,
7213 <2248
228 1215
=126%

<1281

a3 augut

' S166
: e 5% 0206 252
g e
635 !
i L IRt =201 l '123501 =308 .;gn\
{ » : SR ELR Y .“,-, «“316 | 5024 430SS 43075
p : ST TR LS s e R S i S Gl o TR B B e T TR L 3% eadss B el L
/ { ; “asa) 3031 : ,nn
291
r( i i 056 i x “”‘uﬁ“" i ieey s
i, ML Y o e P AW anp
B hG 2,, AL 8073 T e ! v 3115 3
o ’ i & % Liese S e wse2 | 3256 "% 5253 A
) ™ .
& il | 806 Logyy, 023 | esese !
| ~IH EETLY RO i
i T Taese 35
! 3661 98
! ez . i wser | ane2 “3626 émt
v "i9u8 3557
wL506 *hS22 s ,5;5- 3568 "?gu -“lh‘é’
- - - e eta) L AU L 1a 1 11 L rasspvers
= ‘ wssie 950 igp ) v
o #5008 5113« S
0678 5027 .sem 5571 §592 151 507 "“(T%Q‘_W-””
’ "v““ 0697 5575458 A szsir, 's367 .;;':“
S8l 5896 70 **5536 5394
’ —/\,\‘_/__) .“,.,'.“ : o 5245 5328 %S ]
$463 s 8592
«g63s * 0637 s."-_ 5647 sees SE98 ' 5271 330
g /V‘"' 603 s tes2 " Tl | “5881 >
}“" ) PAATE AR R S o 3
seesaguez \s! t-’( 2 X
0987 % suel e
; ' / ; m—— 1L gﬁ"""‘&“',m""{‘ e )ﬁ});l‘ $ ] '
o LIS i
~‘a D Tam sm
¥ w I}
.l’i“( ug’nu 7 i Py t
L e j‘“' : .
A : STATIONS ON MO3.FOTMIN :
-ovr . 2
0502 “voaso i

= s SOt




- FRg 2 - Distripvtion o5 sunshine statious.

g et ————— e
| it et e - g (12 STATIONS WoT-pLBY1ED)
- \ {

.
-2 (v { $387 179 S0
NS e | S 14/ 0L L S
/ *30 { 71 1 H
A ?h" | ;?"7 ‘g 579¢

|
1
~

ot ' \ / i 7198
i P | 2693 7851 8078

.382
— e e WS L INE N N Yy TS SRS | &
| | |
| . 7 |
| /)‘»3/ N Tt U2e
00D 1048 |
| ’ v Ak |
| 3 d U 3 “1267
L < , *1115 /
) =108 -nn’l
; ;‘ v y ) J 3 .58 9% 12132,
i s)' P T & 4% 8 i e g eazsz_ 280 4 -
4 AP -1218 137
i ’ X v582 192 {
| 1303 {
| 23
| (hev0y i
|
o } ‘/ IV 6-“" gl |
| s By [ 4 ‘(’\ S e !
| s s T “.‘;,‘, 63795, 00% ‘
¢\ byt ;\‘4.(.’ “188) I
p 4 [ C PR 1926 w1704 !
& { } 5 N i 1866 L1959 R |
’[s 6.\ ) “/*"-u.. .y il I
- Nt SUER! v |
b~ AN o ST . Wi - ' l PN
J bl 1L -"n '
52 S L .
929 915 ".'\ \ )
Lnf 2 912 -n-; /-'m&
=954
,,,% v i St [ S ™ A T e PR SOOI e e | RO e LI R i
|
|
i
|
i
i
’.\
!/ < X T
“ T :
s el o = BTN sy 362 St i
e "Shes
Ton” | esse
: o i
587
ks AN .”" el A .)“.J)
"“’su;— ;!n Vi
- . T n
s s ;::" .ml’.z::‘ = e
ot B, R B X ¢
-som "3V e T e
ey qarg NN J
Ty W s s 390
3454 £
) L LI '“.:~
R wesesenr ; e %0
: - 7 o P e e
P e R Py e 2OE3Y
; [ORTS p -
o 5 (U S e ™
o Yoo 17
o s &
I o il
2 e ~' \_J
I, STATIONS ON MO3.FOMSUN
{ w0 wse




Fi&3 ~ LocATioN OF
STETIONS FoR WHICH




$

oh

TAT)

<
e

o

GHEOURINE

NET

FI6 4 = COPRELATIONS BETWEEN

-9

i
1
|

L e R

|

N _PERIDD 195

|

{

MONTHLY SON

Sy

Ip_STHTIONS

F

AX

THLY K

:_FDN

- frevrserrs —.1!4..44.:
t i t

R0 ey dSgn




SUNSHINE % TEMPRRKTURE

FI& &= CTRNDARD DEVIATION OF

AN OF 10 oTRTIONS

s

e .

q
40

) vwl

i3 es: B

weeed

.-

soads

[ gotas
R Buge:

(9 FREns ews

14

.

st

T

w3 ke

oy
Res

b33 ek an £ogs

¥AL]

9

13

FoR PERIOD 1988

i B

_.lc:w‘ -

3T

4

B

¥

ME

CESTESY PEREA 1B

Baaad Enas it

= e

..
EhE
SHER I
3 | &
> 1
- i 1
*: Voohiand
199 -z 1o
353 : ;
4353 :

X

«?Z:P’ [

)2



10CH) s z_ \7

@ ~¢uta

NOLYERD BEEED P S
| | ___?c ,ﬂu_.,ﬁm_ﬂ.x, A A/ E; fm_ __ CL ,Zauqzzw > A w:uﬁ.ml&?




bJ pww »HDPW

{ 3 {

i |
" - - ——— - —

1l Iy L | L ! PESSS |
T EWm: O AT N e e e e N W o e o
i i
e . e e e

|
|
1

. | i
| e § { { i
b . | Jorty franidiniy ‘ SR
R e A i e e | .
{ Tre ] ! i i
1
]

F|q7 E"hwmma o§ Mowﬂxlg MWHVWM +€Mp€mfzﬂ€’ i Umum' W(orweu

CEEL T M Eme R

Error (beg C)

1D TEEE ‘:L 2181525

| STED Wit EIDGE = .s@wﬂwi -

AP P o pirct v S TN A i




e

s

Paraweter  [fveny
b Higkest 6w highest| Name
Moulily Hiw | 081 | 08l
 badly Min | 096 | 094
Daily Nax | 099 | o091
Nowftly Hax | 095 | 09| | (xSord
Houtily Sow.: 094 i 083 | Hashigs 1 098 | 045 Fort ftgustus |

e over |0 |t

‘Best’_location

1'

0X%5or

IS
oxSord

Table &~ Ervors o5 edinates obfnint by todeitional weieel

Table 1~ Cowveluhions between yeighboveing stahous indue clirablogical nehonk (wean o all wouths). |

| Worst’ location
| Highest 614 highest! Nawe Highest 6 bighat

i

|
i}
|

| 00 | 081 [Eads Hill | o8B0 | 015 ;
| 043 | 047 Seilly 1 043 | o9l |
| 0995 | 099 |Achadeled) 096 | 095 |
P 098 | 091 [y o719 1 ol |

089 | 074 !

e e o e A e e A —

Paueter |__RMS Empr___ Maun Error oS Ave.
Extrewe win Jaw (°C) - 4G
Moufhly wmin Tan (°C) 1-69 063

MC'LS mik  Jen ("C); ©53 028

Daily wax Tol (¢) | 048 023
Hodiy wak Tul (°C) S Y 040
Extiewe wax Jul (eC) | = 064
Houtly Svw Jou(ks)  11-4 82

y Som fec Chs) 73 3-4
-




T poidt $ Moo iuﬁ o5 slope and AiZSerence (n weans

Table - RNS emets of eshiwatss oS 'JZ:uast win obfzined by varylug The womben oS u.-:xguwurs
awd alindivg AdisSerewt weight b the neighlovs
[ Sbope cilcolated Stom oy / o,

Weightiyg o5 tth uesghbour

4 Stasdand_ermr_svbtocted Som Rsles 2 7)

Nuwber o5 _neighbovs | (n).

&0

135
128
22

B34 .

g 3 s 0 et
9 (Vni%w ) 154 134 128 | 127 | 129
£ =(-/n  (Lincar decresse) 164 | 132 | 1RkE | 13 | 124
t I e (Geowelric decvense) | 54 | 133 | 125 | 12 | 12l
._expl- u-u]( woucutid detase) | 164 | 136 | 130 4 03 | 13l
| Table 4- - RHS e oS'JZuu,ud win obbuilked btj swztuiyg over § moths,

_Lylesgkhug oS (M ucia%wf =10 5, 4 Stawland_Emn_subtercted Sipw Fsken Z|

I No. oS wOnTks I maoﬂwﬂ filfer.
315 9 i
Stopeh_calcu_tafd__%‘m ts'\y/q.,L e e

1 weighbour 148 | 87 | +54 | |54 | 154 154

,__L_ukkm 134 | 123 | 19 | vet | ot 12 |
slope _calcwlated Sowm T.5yjope -t |

L welghbour 167 | 18| 154 | 182 151 VSl

L _\2 weighbours 128 va& 2k | V26 | (25 126
. Table § = ESSect o5 7T~ poiut smoothing ou sbpe awd AiSerewe iu waws ()

C 12 neighbous ; weiglting

o5 ith uem koor -llc,, 4 standard erion
sobtcted_Srow j:ﬁer; 'L 7 Slope calewlated_Srav QP_/E):...J__.___I
HS Emm (DegC) |

A and sbpe
A ad slope

A swodtued

A
D swosted

viskootled _
siyoofhed :
A vnsnoded slope swostied
s bpe  vuswueohied
vusmodled slope sef o v
sloe st b urﬂfg

34
\2l
128
23
1-23
3
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Table & - Erow oS estinates expressed as a percestage oF The
o SYndagd Aeviabiow o5 De_opbservatioes
RMS Eror |_Han Emoe_oS frvemmge
Parameter Lewgth oS Adata_
e MRy | oy | Sys | (Gys | W0y | Syns
Mowthly Min Jaw | 32 40 45 9 (D (@
Dasly Min Jan |4 19 2l A o (e
baily Hax July | a2 23 25 13 (13 3
Moty Hoc Toly | 34 | 30 | 33 | g q | o
Houtuly Gum Jwwe | 45 16 | 4o 22 i 17
Houly Svm bec | B3 | 51§ 52 | @l 22 24
_ Table 7~ Mean Errom o5 30 year avemges. I
Lewgth Jawary _July Houtuly Sou (k1)
oS |Bxtreme | Hodlly baily | Dady | Hoettly |Bchrewe |
_datm__ Min (b (] Hinlleg C) Min(bey C) Hax (beg C) M (e €) Hax (begC)! Tuome | Dec
Syews | 046 | oIS | 0038 | 090 | 01} o1 3| -3
0 g | 07 | 020 | ol | o] | ol6 | 037 | 4 3
1Sueas | 116 | 028 | ou4 | o4 | 019 [ 047 | 53 | 23 |
Talle 8 = RHS emm o5 estimafes v 10 lowtions eqressed as a percedage
oS e averge Bt all 10 loghiow
Jamvaty Joly | L Houtly Sen | |
Loabion [Houthly | Daily | baly |Howdy | Locabion
Hin Hin & M | Woe . 8 o rge | ofide
Rchnasheleck| 107 | 132 143 160 101 05 ot kvgustus
Brgway 138 | We o 120 138 2  Bugmar
Dorhawm 83 q7 loo (6 19 90  iDurkam
Qi Donoukdn 119 lob 70 57 or 103 Sawow bnorlai
Dol 6 82 60 58 61 65 Owonl
Hashiays 51 59 0 Wé 4 | So Hashigs
Eavls‘%?{ﬂ 83 103 \oo 105 4 | 185 Eans Hill
Corwen 148 150 o 39 Y4 69 Jovglas
scilly q( 16 103 1 1494 | W5 slly
rrveagh 92 | 4t 1 B X 138 1 97 Aowagh. |



& ayiis

| Tuble 9 - RHS_@ryors o8 estimates Sor 6151
| Parameter  fTvddowd | Profosed Qpaékw.w _Hophius
Howfklaj Miw Tan ()| |- 43 091 | 0-84
barly Hiw Jax (o) | o040 628 oZé 4 630
Daulg Max Tol ()] o3 o'(& | 026 | o2
HoWly hue Jol(eC)l 6718 | o044 | 066 | 056
Holy Sow Jou(ks) 130 93 | 90 | ¢8&
Moy Son_bec(\e)i 68 | 40 | 43 | 51

_over_|o, stahous

| Pamwetar

Table 10 - RMS eipn o eshwates avm
Toddtouel | Proposed | Spackwan.

Mowtly Hm'&u["c)! 159 | o |
Dady Min TMLOC) 063 | 03¢ | 39
Dmlg Hax Tu| (°C)‘ 048 | o130 036
Moy Max Tol (€)1 oo | 075 | 090
Kodila sun Jon (k) 4 | 139 | 156
Moty Sow bec (ka)! T el | a4

P e

Hethod . RMS Eor | Meak Emov o Redvchyow oF
: | hvenge | Standaot Deviafin
BHDPAM optice SINGLE | 343 L Fle 148
Traditiounal 289 099 088
Proposed o R BT o4

. To.ﬁleu Erors_ o3 estinates o5 wentuly win {w Janvary B Grwves (AqC}




