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Summary

The principal component approach currently used for the areal quality
control of temperature and sunshine is investigated with a view to optimising
the implementation of the technique. A near neighbour scheme was also written
to act as a benchmark against which the performance of principal components
might be assessed. It was found that both approaches provided a similar
standard of quality control. The potential of the principal component
technique to obtain improved results was impaired by its sensitivity to errors
and skewed distributions. Nevertheless it gained over near neighbours as
the data became less well correlated, and hence was able to produce the better
estimates at the more isolated stations. The adverse effects of a non-
normal distribution also degraded the near neighbour scheme by reducing the
efficiency of its flagging routines. The latter approach, however, was found to
perform better for new stations for which pre-calculated components were not

available. The current implementation of the principal component technique

was found to be close to being optimal. -




1= Introduction

The quality control of meteorological observations plays an important
role in the establishment of a climatological data base. The large volume of
data involved requires that the procedures be automated, and the checks which
can be devised fall into 5 main classes:-

(i) climatological range checks.

(ii) consistency between elements at each observation.

(iii) consistency between values of a given element at successive observations.
(iv) consistency in space at a given point in time.

(v) homogeneity checks on site and instrumental changes.

Consistency in time is very useful for observations made so frequently
that only small changes in the element are expected between successive
observations; this applies to hourly 'synoptic'observations of most elements
and daily recordings of soil temperature. Spatial comparisons become necessary

for 'climatological' observations made only once per day.

This paper is mainly concerned with spatial consistences checks, especally

those relating to daily ohservations of minimum temperature and sunshine. <Fér"




2. The data used and some of its characteristics

Temperature data was extracted for every third day from 1973 to 1982, a
period which included the years 1973 to 77 used by Spackman (1980) and which
enabled his procedures to be reproduced and tested on independent data. The
serial correlation between daily recordings of minimum temperature (0.6) is
such that independent values can be secured by using observations from only
every third day. For sunshine, however, the serial correlation of 0.2 made
it worthwhile using daily observations, and the period chosen was 1979 to 83.

Principal component analysis should only be applied to a correlation or
covariance mat;ix which is complete and self-consistent, and one of the
simplest ways of achieving this is to compute it from a complete set of data.
The stations used were therefore limited to those with 90% of data availability,
with the remaining values estimated as having the same temperature anomaly or
percentage of average sunshine as that obtained from the mean of half a dozen
or so neighbouring stations. This reduced the number of stations considered
to 373 for temperature and 197 for sunshine, about one half to two-thirds of
the full network, and their distributions are shown in fig 1.

One of the most 1mportant criteria for the suceess of spatial quality

control is the extent of correlation amongst the station network. The l'; 2 hes




Another distinction between temperature and sunshine is that while the
distribution of temperature is reasonably normal, that for sunshine is markedly
non-normal, displaying U-shaped characteristics. This is likely to pose
problems for all techniques based on the assumption of linearity.

3. The distribution of errors

In order to assess the performance of a given technique for quality control,
it is necessary to test it on data which has been contaminated with a realistic
distribution of errors. A guide to this was obtainedby examining the amendments
made by the quality control staff to the climatological returns for 50 to 100
stations in England and Wales during 1982-83. Errors of less than 2 deg C or
2 hours of sun were ignored, and only amendments ascribed by the writer to areal
quality control were considered. For minimum temperature this procedure

yielded errors with a frequency of about 1 observation in 100 and a magnitude

which could be modelled by a gamma distribution with parameters & =2 and

B =1. 3 o ot SRRl e




i, Principal component analysis

Introduction

Principal component analysis provides an efficient means of reducing the
dimensionality of a problem and is fully described in standard texts (eg
Kendall, 1980). 1In the present content, each component can be regarded as
representing a characteristic spatial pattern of observations. The spatial
pattern represented by the observations on a given day can then be expressed as
a linear combination of patterns represented by the components.

Principal component analysis is now a very popular tool in meteorology
and has two main uses - data exploration and data reduction. Most meteorological
applications have been concerned with data exploration, in which the rotation of
the components to aid interpretation has been widely practised and discussed.
(eg Richman, 1986). Quality control applications are essentially concerned with
data reduction, however, and so rotation of the components is unnecessary.

The terminology used in principal component analysis is somewhat
inadequate and often confusing so the notation adopted in this account is now
described. The input to principalychppnentanglysis comprises\a data:é;ray of {f

variables by cases. In the presentiébntext, thivaill‘bé an’arrayfat stations by

days, and variablesléan,bg_aﬁaijpgg o either igfiéhs‘
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components: -

data = E: vectors x coeffs
comps

Successively closer approximation are obtained as the number of
components included in the summation is increased; when all the components
are used, the original data is reproduced exactly.

In the above description the weight of a component is reflected in the
size of the coefficients (the RMS value of the coefficient = y’eigenvalue).

A common transformation is to divide the coefficients, and multiply the
vectors, by the square root of the eigenvalue. The standardised coefficients

are then known as 'scores' while the transformed vectors are known as

'loadings'. We then have

data = Z loadings x scores
comps

Computing constraints

The computing time and space required to perform a prihcipa1 comp

analysis are proportiongl

of variables supplied



principal component analysis to one day in three, therefore, a years daily

data for one station can be represented by 120 observations. Thus a direct
T mode analysis could be performed by Spackman on one year of data, but not
two or more. In order to overcome this constraint, Spackman devised the
following technique to obtain 'averages' of principal components over
several years.

(1) The complete set of data (eg 5 years) is divided into segments of a
size which can be handled by the available computing facilities (eg 1 year).
(i1) A T mode analysis is performed on each of the segments (years).
(iii) The spatial patterns are represented by the coefficients and those
associated with the leading components (eg the first 25) are retained.

(iv) The leading coefficients from each segment are grouped together (to
form, say,125 components) and submitted as data to a second principal
component analysis (see fig 4).

(v) If the 25 components from each segment were exactly the same, the
second principal component analysis will reduce the 125 old compohents to

25 new ones, each exactly the same as the original 25. The spatigl patterns

will again be represented by the coefficients.

The benefits of this technique appls




(ii) Variables were assigned to days. This was imposed by computing
constraints if data for the whole of the UK was to be supplied at one time.
(iii) Data were obtained from every third day during the period 1973-77
(later extended to 1972-79).
(iv) Principal components were obtained for each year separately and then
'averaged' by performing a second principal component analysis. This step
was imposed by computing constraints.
(v) Data were supplied for the complete station network, ie separate
analyses were not made for smaller regions.
(vi) Data were supplied for all seasons, ie separate analyses were not
made for different seasons.
(vii) The number of components to be used in estimating data was set at 15.
(viii) The 15 leading components were rotated. Although this alters each
component, it does not aiter their sum. The step was included for purposes
of data exploration rather than data estimation.

The assignment of stations to cases means that the spatial patterns

correspond to coefficients or scores rather than vectors. The spatial

distribution of observations on a given day are therefore regressed against

the scores to.find _'thg'wéigh,t;,go: lééti‘:lng,ﬁdt-"ife‘act;_ component ‘on the day.




small-scale topographic effects are important, eg for wind and minimum
temperature.

Since quality control does not require gstimates to be made at any place,
but only where observations are already available, the so-called near neighbour
technique can be used to overcome the topographic effects. This involves
using past data to identify the most highly correlated stations, developing
regressions to estimate the value at the test station, and then combining the
estimates by attaching weights according to the correlations. In this technique
the regression step may be regarded as 'reducing' observations at neighbouring
stations to values appropriate to the site characteristics of the test station.
An alternative to the final combination step is therefore spatial interpolation
among the 'reduced' observations.

If there is a gradient in a climatological element across an area and the
test station is located near the centre of the chosen neighbours then spatial
interpolation will provide an estimate close to the mean of the reduced
neighbouring values. This will be similar to that provided by the combination
step. If the test station is to one side of the network of neighbours then

the estimate provided by the cbmbin@ﬁion step may not be very good but then 1~"'V

‘spatial interpolation will involve an element of extrapolation. In general,

TRty 3 i 3




of minimum temperature observed on radiation nights at frost hollows, for instance,
cannot be reproduced by the near neighbour regressions. Principal component
analysis, on the other hand, is able to make estimates by attaching a large
weighting to the distribution of minima which actually occurred on previous
radiation nights. For quality control purposes, however, when the test data
contain errors, the advantages of principal components are less. The weighting
of a component on a given day is found by matching the pattern of daily
observations against that represented by the component, and the errors in the
data lead to incorrect assessments of the weightings.

The leading principal components represent large-scale patterns in which
most of the stations contribute substantially towards the variance. As higher
order components are considered, the number of stations contributing significantly
to the pattern decreases - the final components are liable to represent
idiosyncracies in the observations at individual stations. There is unlikely to
be any serious mis-matching of the true pattern of observations against the
leading components, as mistakes in only 1% of observations, for instance, are
unlikely to upset estimates of N-S or E-W gradients across the country. The

probability of a mis-match is much greater for the higher order components, foris

which the number of stations contributing subatantially to the pattern is»much =

smaller. If a component was detennined largely bw the behaviour of only




~and reach a m;nimuﬁy‘

6. Estimation by principal components

The difference between an estimate and the true value of an observation
is referred to as a residual, and a simple way of assessing the quality of the
estimates is to calculate the RMS value of the residuals. In doing this,
however, it is necessary to distinguish between correct and erroneous observations.
A consequence of the matching of an error-contaminated data set against the
components is that it is the erroneous observations, rather than their true values,
which are being matched. It follows that the residuals of the erroneous
observations are greater than those of the correct observations.

The residuals of correct observations continue to decrease as the number of
éomponents is increased. When all the components are used, the input data will
be reproduced exactly, even though it is independent of that used to construct
the components. The situation is analogous to the fitting of a series of N data
points with an N-dimensional polynomial. The use of all components will not
result in good error detection, however, since the errors will be as well fitted
as the correct observations. As discussed earlier, it is mainly the higher order
components which are reépoheible for the over-fitting. Consequentlﬁ, as the nunbéf;

of components is increaéed, the residu@ls of ernbreous obéervatiohe”willﬁdéctqéséf:

e




In quality control the object is to match the spatial distribution of

observations on one day against the spatial patterns of the components and to find
the weighting of each component on the day. In S-mode analysis this can be done
analytically, since the weighting of the pattern corresponds to its coefficient,

which can be found from the relationship

coefficient = 2{ data x vectors
variables
In T-mode analysis, however, the weighting of the pattern corresponds to the vector,
and this can only be found by regressing the daily observations against the
component coefficients or scores.

Identical results are obtained from S and T-mode analyses. The orthogonal
nature of the independent variables in the T-mode regression ensures that it
provides a perfect fit, and the spatial patterns associated with the vectors of
the S-mode analyses are reproduced by the coefficients of the T-mode analysis.

(ii) Form of input data

Principal component analysis operates on either a correlation or cov

matrix. For temperature and sunshine ‘the. covariance matri.x::t;g c ‘,s

appropriate but this can be ea“l i la:ted’ "&G era



used, this advantage is retained. For the number of components commonly required
to achieve the smallest residuals, however, this advantage is lost and very similar
results are obtained for all types of unit and anomaly. This similgrity gives the
advantage to the use of hours and the daily anomaly, since this combination does
not require the availability of long period station averages.

(

ii) Area covered

=

The leading principal components form a much better representation of events
at standard sites in the middle of the area examined, or in dense networks of
stations, than those in isolated or unusual sites on the fringe of an area. In
the UK, the most isolated sites are also found on the edge of the area examined,
namely in the north-western half of Scotland. Better performance may therefore
be obtained by examining separately small compact areas of the UK where the
density of stations is fairly uniform and where the reasonably circular shape
helps to limit edge effects. Accordingly the UK was divided into 10 regions
whose boundaries are indicated by the dotted lines in fig 1. The main aim
was to avoid long land boundaries and hence minimise edge effects, but in

western Scotland the main concern was to provide an area with a uniform

distribution of stations.
A comparison of regional and UK analyses is presented

e

it can be seen that the smallest als ¢




available for analysis. Table 3 compares residuals for individual months
(the mean of January, April, July and October) obtained from annual and 3
monthly analyses of sunshine based on 2 years of data. The seasonal analyses
are seen to be slightly inferior to those based on the whole year.

(v) Number of years data

The performance of the principal component technique clearly improves with
the length of data supplied, but table 4 shows that the effect is small, with RMS
residuals of minimum temperature decreasing by only 0.07 deg C as the time base
is increased from 1 to 5 years. This improvement will be offset by the
need to cope with new stations, for which components will not be available and
will need to be estimated. The best number of years to use will therefore
depend on the trade-off between the improvement for established stations, the
number of new stations opening each year, and the accuracy with which their
components can be estimated.

(vi) Use of principal component analysis to 'average' results of previous

analyses

Computing constraints prevented Spackman from obtaining components for 5 years

:*directly and so he used a second principal component analysls to average the

1nvastigate&

' ¥re ults of 5 annual analyses. The effi,acybaf this'proceduref




(vii) Number of components

The most difficult problem in any application of principal components is
usually to decide how many components to use. For present purposes this can be
defined as that which produces the minimum RMS residual of erroneous
observations. The results of analyses using a variable number of stations and
days showed that, to a first approximation, the best number of components could
be expressed as a proportion éf the number of stations used. This is because the
complexity of the patterns being matched depends mainly on the number of stations
used, as is evidenced by the figures presented in fig 5. The linear relationship
will hold only so long as the best number of components is much less than the
number of (independent) days since, if less than the number of stations, this
places an upper limit on the number of components required to account for all
the variance. :

The more highly correlated the data, the fewer are the number of components
that need be used. A consequence is that for minimuh temperature the best
number of components may be set at 6% of the number of stations, while for the
less correlated sunshine data the figure rises to 9%. The number of sunshine
stations usedvin this 1nvestigafion;_howeyer (197), fell far short of the complete

network (350).The shorter‘station ggpggatgonaltor.thg_fui;qnetwork_provgdg:@Qre




(viii) Internal consistency between elements

The analyses described so far have treated each element in isolation.

Better results should be obtainable from analyses which take into account the
consistency between elements. To do this properly would require a 3 dimensional
analysis - stations -x days x elements, whereas principal component analysis is
essentially 2 dimensional. It is possible, however, to match the observations

on a day against the components for several elements simultaneously. This

reduces the deleterious effect of an error in just one element on the matching.
This procedure was applied to maximum, minimum, dry bulb and wet bulb temperatures,
a group of elements which are measured in the same units and which are available

at the same network of stations.

The result of a single multi-element regression is that the weightings of
each component on a given day are constrained to be the same for all 4 elements.
As a consequence, the weightings of each component will be sub-optimal for any
given element and a greater number of components will be required to achieve
the same reduction in variance as that obtained from a single element regression.
Against this, however, if there is an erfor at a station in just one element,

then the correct values for the othér 3 elements will reduce the fitting Qf the

error at that site. AL e




computed up to the 21st and 39th components for single and multi-element analyses
respectively. bhen averaged over all 4 elements, the RMS residual of 1.02 deg C
from 39 components of the multi-element analysis can be compared with 1.00 deg C
from 21 components for a single element approach. It therefore appears that

the reduced fitting of errors has not been able to overcome the disadvantage of
the weighting of the components being constrained to be the same for all
elements.

(viii) Seasonal variations

Seasonal variations in the RMS residuals of erroneous observations for
minimum temperature using 15 components are displayed in fig 6a. The diagram |
als§ contains the standard deviation of the input data in the form of either
station, daily, or local anomalies. It can be seen that the residuals are
slightly smaller in summer than in winter, but that this is a weak reflection
of the input data.

Seasonal variations in the residuals of daily sunshine based on 15 components
are displayed in fig 6b and range from 0.8 hours in December to 1.7 ﬁours in June,
with an annual mean of 1.3 hours. The seasonal variation can be seen to be

directly linked to the changing duration of maximum possiﬁle‘sunshine.

(ix) Geographical variatiqu_»,




geographical variations are much smaller, with values close to 0.8 hours. The
reason for this is that in winter there are a large number of sunless days for
which estimates are easy to make, and that the number of these days is greater
in data sparse areas. On days with reasonable amounts of sun, a distribution of
residuals similar to gpat in June, with highest values in the more data sparse
areas, is expected.

s Estimation by near neighbours

There are 4 main steps in the estimation of observations by a near
neighbour scheme: -
(i) The selection of the neighbouring stations to be used.
(ii) The production of preliminary estimates from each of the neighbours.
(iii) The scanning of these estimates for errors.

(iv) The combination of the preliminary estimates to form a final value.

These are described below with particular reference to the procedures
already used for rainfall.

The selection of neighbours

For rainfall the 8 nearest neighbours are selected subject to the §

proviso that no more than 2 may be drawn from any éne;qgadrant. ~In the ﬁrésént

’gﬁbourg ‘,\yer‘e ehesen ¢ e
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The regression step

The conversion of observations from one station to another have
conventionally been made with the aid of percent of annual average for rain-
fall, percent of monthly average for sunshine, and difference in monthly
average for temperature. These simple conversion factors have been adhered to
since more complicated relations were not expected to improve the estimates.
A linear regression derived for a calendar month in the calibration period,
for example, could not be expected to apply to the 'current' month. The
conversion factors were treated in the following manner:-

(i) The averages used were either those for the period 1951-80 or were
obtained from calibration periods of varying length.

(ii) The monthly ratios or differences were not used directly, but were
meaned or smoothed over all months (using a 7 point binomial filter).

The scanning step

Erroneous observations at neighbouring stations will degrade the accuracy
of the estimates derived from them and must be eleminated if possible. The
following simple scheme is used to scan the estimates for likely errors.

The highest and lowest of the 8 estimates are excluded, the mean and
standard deviﬁtioﬁ*of the 6 central estimates are computed, and‘éhrGSholds"

of + 3 standard deviations from this mean value are evaluated. Each of the

i)




black list of poor stations could be maintained to prevent their acting as

neighbours (this is done for rainfall). The non-normal distribution of
estimates results in a poorer performance of this technique for sunshine
than for temperature.

A threshold of 3 standard deviations (rather than 2, say) was chosen to
counteract the tendency of standard deviations computed from a small number
of central values to underestimate the true value. The rainfall quality
control employs a threshold of 1.75 standard deviations, but this is because
the highest and lowest of the estimates are included in the calculation of the
standard deviation, the value of which is thereby inflated by errors.

The combination step

The accepted estimates from the individual neighbours are combined by
attaching various weights to them. For rainfall the inverse of the square
of the distance is used; here an inverse square law in correlation space,
ie 1/(1-r)2 has been chosen. For minimum temperature, the typically produces
a situation in which the 8th ranked neighbour is assigned a weight about one-
fifth of that attached to the first neighbour.
Results

The RMS residuals of minimum temperature and sunsﬁine obtained usiné:thef

near neighbour scheme deséribed a56Ve are piesehtéd‘in ta$;e_7;{'Siﬁces%ﬁé '




Seasonal variations were very similar to those obtained for principal

components, but the geographical variations, while similar, are more pronounced,
and are displayed in figs 9 and 10. RMS residuals vary from 0.6 to 2.0 deg C
for minimum temperature and 1 to 3 hours for June sunshine,’ much larger ranges
than those obtained from principal components. Principal components therefore
have the advantage of performing better at the more isolated stations.

Comparison with principal components

There is now sufficient evidence to indicate that the pefformance of
the principal component technique gains relative to the near neighbour approach
as the inter-station correlation decreases. It is demonstrated by the fact that
where the station network is good then near neighbours hold the advantage but
that where it is poor principal components are superior. The failure:of
principal components to improve on éhe near neighbour estimates for the
relatively poorly correlated sunshine data is attributed to the non-normal Al
distribution of daily sunshine. Hence it is postulated that principal

components gains over near neighbours as the data become more poorly correlated

but loses as they become less normally distributed.




8. Estimation from the current month

A requirement of an operational quality control system which has to be
recognised is the need to cope with new stations. For these stations past data
is unavailable for calculation of principal components or near neighbour
regressions, and substitute information has to be derived from data for the
‘current' month, ie the month which is being quality controlled. For the
principal component technique this is almost entirely.disadvantageous since
the components have to be estimated, leading to a degraded performance. For
the near neighbour technique, however, the approach has one big disadvantage,
namely that the data to be estimated are not indepepdent of those used to
develop the regressions.On this account, the 'current month' approach is
worth considering as a general alternative to the use of past data. A
disadvantage, however, is that the observations available for forming the
regressions contain errors so that the data have to be scanned and the likely
errors rempved. It follows that there are 2 classes of observation - the
majority which have been used to develop the regressions and are easily estimated,

and a minority, which include the llkely errors, which have been excluded frém

the regressions and whlch are dlfflcult to estimate. In com@iling RMS statistias




were calculated, and the values which were trimmed or excluded were those

with the t highest and lowest values of the differences. A criterion based
on station difference was considered suitable for daily sunshine as well as
temperature. Station pairs with 6 or more missing differences were not
considered for further analysis. The value of t used was set at 3 (leading
to the rejection of about 20% of the data in a month), but for temperature,
for which the dataanalysed in this report consisted of only 10 values per
month (ie one observation from every third day), the value was set at 1.

The number of observations to be trimmed should be related to the expected
frequency of errors, so a black list of poor quality stations with increased
values of t could be used.

A variant of the above scheme was tried in which the mean and standard
deviation of the 'trimmed' differences were calculated. Thresholds of + so
many SD's from the trimmed mean were calculated and eaéh pair of observations
were accepted or rejected according to whether their differences fell inside
or outside the prescribed tolerance zone. This routine failed to improve on the

procedure outlined above, however, and so the simpler scheme was retained.

Selection of neighbours

The calculation of a full correlation matrix, its éo:t;ng,.and¥the Foo

0

subsequent selection of neighbours is an expensive o

»are.seleéieéA rom



The regression step

The constant difference and constant ratio conversion factors used in
the past data approach were retained. Also tested, however, were
conventional linear regression relationships made suitable by the fact that
they would be operating only on dependent data. The form of regression in
which the slope is set equal to the ratio of the standard deviations was
found to be better than that in which the slope equals the product of this
ratio with the correlation.

For daily sunshine the constant ratio is not an ideal conversion factor
because a completely sunny day at one station will (unless the ratio equals
unity) predict a value which will exceed, or never reach, the maximum possible
amount at the other station. Although one station may be sunnier than another,
the relationship between the stations will be fixed at zero and the maximum
possible daily sunshine. Various attempts were made to devise algorithms which
satisfied these constraints, but they all failed to improve on the estimates
provided by the constant ratio conversion factor.

Results

| There are several gradations between the 'past data' and'?curreht,menth‘

techniques. The s:ele'éftion and weighti‘ng, a'f-f‘ne‘ighboufé can both bemadeto depen

upon correlations de rmined from e r the calibrat erioc cu mo



8.2 Principal Components

In the current operational quality control, the miésing component scores
for new stations are estimated from data for the current month by program
BMDPAM of the BMDP suite of statistical software. In this section various
options in the BMDPAM program are tested and the accuracy of the residuals
for minimum temperature assessed. The estimated scores are biassed in favour
of the data in the current month and so, as for the near neighbour technique,
better estimates of the majority of observations can be made than if the
component scores were based entirely on independent data. The estimated component
scores are also biassed towards the error, however, making their detection more
difficult.

The current implementation of BMDPAM is as follows:-

(i) Cases are assigned to stations, and variables to the 31 days in a month
and the 15 component scores.

(ii) Multiple linear regression is based on covariances calculated from all
available data (the ALLVALUE) option. Alternative covariances can be
calculated using only complete cases or by using a maximum likelihood
technique (options COMPLETE and ML respectively).

(iii) The off-diagonal coyariances,atg,multiplied yy;p,ghpy making,usé.gf a '

RIDGE«parametét “hiﬂh?simni“ﬁqg~*-




Without ridge regression (ie RIDGE=1) all 3 methods of calculating the
covariances gave similar results and those for the ALLVALUE option are displayed
in table 9. The over-fitting of both the component scores and the weights
attached to them leads to the smallest RMS residuals of erroneous observations
of about 1.5 deg C being associated with just 3 components. If 15 components
are used, the residuals have risen to 2.0 deg C, nearly twice that associated with
the use of genuine scaores.

When a RIDGE parameter is applied, the results are unaffected when the
covariances are calculated using option ML, while those for ALLVALUE are similar
to COMPLETE and are also displayed in table 9. The effect of the RIDGE parameter
is to reduce the regression coefficiénts, and hence the component scores,
towards zero. Since the component scores computed without ridge regression are
based on the correct observations, this loss of variance leads to an increase in
the residuals from the correct observations. For erroneous observations,
however, the un-modified scores fit the errors rather than the true values and
a modest loss of variance is capable of improving the estimate. A further
convenience of ridge regreseion is that as the estimated scores approach/zero

they fail to make a contribution to the estimates of the observations which
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Flagging routines

Introduction

The overall performance of any quality control procedure depends on

the accuracy with which true values can be estimated on occasions of

erroneous observations.
(ii) the number of errors which are not queried (type I error)

(iii) The number of invalid queries raised (type II error).

So far attention has been concentrated on item (i) and the RMS residuals of
erroneous observations. The overall performance of a quality control system also
depends on the RMS residual of correct observations, however, since this has a
bearing on the number of invalid queries raised. As far as the raising of
flags and the tuning of a technique is concerned, the residuals of erroneous
observations affect the number of errors which are not queried, while the
residuals of correct observations affect the number of invalid queries raised.
The number of errors which remain undetected is not an optimum parameter
for assessing the merit of a quality control system because it depends on the
distribution of errors. If there are a large number of Small‘errors; for
instance, it may not matter if they are not detected so long as the Iarge?errers

are. Thus the proportion of error variance detected ﬁ@ﬂld




similar to one another and hence easily estimated, with a correspondingly low
variance in the residuals. On other occasions, eg radiation nights, the
differences between stations will be much larger with a corresponding increase
in the range of the residuals. These differences can be taken into account by
raising flags whenever a residual exceeds a specified number (S) of standard
deviations of the residuals. It is also advantageous to supply an absolute
threshold (D) to prevent small differences from being queried. Thus flags are
raised whenever a residual exceeds the larger of D or S. The current quality
control uses only S, but it is set at such a high value (3.25) that small values

of D will have little impact.

A number of options are available for the calculation of the mean and

standard deviation (SD) of the residuals:-

(i) The mean and SD of the residuals could be
calculated from all stations in the UK. Alternatively, the country could
be dfvided into 10 districts and the mean and SD calculated for each area
separately. High and low variances, of residuals in different districts
could have adverse affects on the éfficj.ency of the" flagging in _gach »

district. This was the philosophy adopted for the current quality




zero, has been included.
(iii) The effects of errors can be further reduced by scanning the residuals .

They can be ranked, the highest and lowest 10% of values excluded, and

the mean and SD calculated from the remaining values.
All these options were tested on the principal component scheme. For the near
neighbour technique, only the residuals from the nominated neighbours were used
in the flagging routine, but there is no reason why the procedures described
above could not be used. It should be noted that dividing the country into districts
and then raising queries according to the mean and SD of the residuals in those
districts, is a way in whfch the 'flagging routines' can effect the overall
accuracy of the technique. The RMS residuals presented so far were calculated about
a mean of zero; if systematic errors over a district can be removed, then this
increases.:the accuracy of the technique.

The 'best' number of components to use has so far been taken to be that

associated with the sméllest residuals of erroneous observations. The systematic
errors in residuals will gradually decrease with the number of components used, and

so their removal will have the biggest impact for a small number of components.

This will therefore 1ead to a decrease in the begt number of camponents to use. The

residuals of cerrect ehservat1ons also affects the performance of ’“quality conerol




(iii) the mean and SD of the residuals were calculated with and without
scanning (trimming) for the residuals.
The numbers of undetected errors and invalid queries were standardised
by expressing them as a percentage of the number of errors and a single
assessment of performance made using a scoring system in which an undetected
error was rated as 10 times as important as an invalid query
ie performance score = errors missed +0.1 x Invalid queries
Thus if the no of invalid queries was equal to the number of errors (ie 100%
of the no of erors) and 20% of these errors were unde. tected then
performance score = 20 + 0.1 x 100 = 30.
Results are presented for the flagging thresholds (D and S) which gave the lowest
performance scores.
Too much importance should not be attached to this arbitrary scoring system.
The performance of the options change little whatever the relative importance of
type 1 to type II errors, but a single measure of assessment is useful for
presenting the results, which are displayed in table 10.
In table 10, consider first residuals analysed by district, and in particular
the option in which the residuals are not trimmed but their mean is assuméd éo;be

zero. These choices correspond to those made in previous sectiOnvihﬁwhiqhathé =

~smallest residuals




techniques (past data and current month options). The principal component

results are based on the options used in the currént operational system, ie

15 components in which the residuals are not trimmed but their systematic error
is removed. It can be seen that the near neighbour technique, and in particular
the current month option, holds slight advantages over the principal component
approach, but in general, about 80% of errors can be detected by raising twice
as many queries as there are errors. A point of interest is the extent to which
the flagging threshold of S = 3.25 used in the current system is geared to
economy. Thé number of invalid queries raised is very small, but this is only

achieved at the expense of 40% of the errors remaining undetected.

Results for sun

The performance of a quality control procedure, when assessed in terms of
error detection, improves as the frequency of errors approaches 50%. This
phenomenon is discussed in the next section but it does mean that in order to
make comparisons of the performance of the quality control of sun relative to
- that of minimum temperature it is necessary to assume the same frequency and
distribution of errors. The distribution of sunshine errors in not_diSéimiIar

§

to that for temperature and has been left unchanged, but~the‘trQQuenconf erTors .

_1nfthi§»sectiqn is assumed to be 1 in 100, ie the sgmg §§,thqt‘ngitegpérhtér




from only a small number of stations (as low as 6) a poor guide to the

identification of errors. The non-gaussian distfibution of residuals increases
the sampling variability of the mean and SD, and this will decrease as the number
of stations considered increases.
Other points of interest to note from table 11 are as follows:-
(&) Earlier in the report, when residuals were analysed by district,
untrimmed, and with the systematic error not removed, it was found
that the smallest residuals for erroneous observations were associated
with 18 components. For those same options, (8% x 197 stations) the
contribution of the residuals for the correct observations, causes the
performance measured in terms of error detection to improve up to the
largest number of components (25) examined.
(ii) Removing the systematic error yields only a small improvement for a
small number of comonents when the residuals are analysed by district.
(iii) Trimming the residuals leads to small improvements in most cases.
The tuning of the quality control of sunshine by varying D and S is
illustrated in fig 12. First consider the points denoted by circles, which :
represent results from a nea:ﬂneighbour technique with an error.ﬁrééﬁgngy,?f: ‘ ‘;vf

1 in 190. These represent a very poor étan@ard\of quality.contrglg»wighfééeg,;

6 times as many queries as er

points denoted

~ frequency of



that which gives the best performance but that which corresponds to those used

by the current quality control. The improvement of the analysis by district
rather than county, discussed earlier, is evident, and the number of queries
required to detect 70% of the errors is now less than two and a half time the
number of errors.

The reason why principal components with residuals analysed by counties
performs better than a near neighbour technique in terms of error detection is
thought to be as follows. Although the residuals for principal components and
near neighbour techniqués have a similar RMS value, those for principal components
have less scatter, the residuals being smaller for more isolated stations. It is
these isolated stations which generate the most queries and so an improvement
in the estimates for these stations helps to reduce the number of invalid queries
raised. These arguments apply to temperature as well as sunshine, but the
different rates of correlation decay cause the effect to be much greater for sun-
shine than temperature.

10. Effect of the frequency of errors on their detection

A decrease in the frequency of errors is associated with an improvement in

'thejaccﬁzaay‘with whichkestimateSZOf'erroﬁebus obsérvatidﬁs-canfbe made;fbutlthigh'

re importance is the fact that




for instance, then 7% of the errors would remain undetected while the number of
invalid queries raised would be minimal.

Suppose next that the frequency of errors was decreased to 1 in 10, a
situation illustrated in fig 13b. The relative increase in the number of

correct observations has increased the overlap between the residuals of the

correct and erroneous observations. By setting S to 2.5 the proportion of
undetected errors remains at 7% but the number of invalid queries has increased
to 12% of the number of errors. If the frequency of errors is decreased to 1 in
100 (fig13c), the overlap between the two sets of residuals is increased still
further - for s set to 2.5, the number of invalid queries has increased to 1.24
times the number of errors.

It should be borne in mind that as the frequency of errors increases, the
more difficult it is to make estimates and RMS value of the residuals
increases. Furthermore, a decreasing frequency of errors is associated with a
decrease in the total number of queries raised; it is only when expressed as a
fraction of the number of errors that a drastic increase in the number of invalid
queries occurs. Nevertheless, fig 13 does demonstrate that, all other things_

being equal, it becomes progressively more difficult to discriminate‘betweéh

correct and erroneous observations as the proportion of,ernqrs decreaégslbeiw-




areal quality control occupies 1/6th of the time of 4 persons involved in all
aspects of the quality control of temperature and sunshine, and most of this is
involved in the oral or written checking of observations. There is therefore
not much extra staff effort involved in aiming for quality rgther than economy.
For temperature it seems reasonable to genérate twice as maﬁy ;ueries as errors,
corresponding to the setting of D = 2.5 and S = 2.0 (as opposed to S = 3.25).
Most of the extra errors detected will be small, however, mainly between 2.5 and
3.25 deg C. So far it has been tacitly assumed that once a query has been
raised, the human scrutineer is able to make the correct decision as to whether
an observation is in error or not. With the small errors under discussion the
success rate may be small and will depend on the experience of the scrutineer. As
junior staff are commonly employed in this role, there may be little point in
reducing S below 3.25.

11. Application of principal components to quality control of rainfall

The question arises as to how well a principal component scheme might fare
when applied to raihfall, and whether it could improve on the current near
neighbour technique. The following factors afe~relevant.

(i)

Although the correlation decay for naintgllf’j,mueh‘mé&e;rapidﬂthénifor‘ $~ 

highest inter-station co



always be in the same sense, and hence can be considerably reduced by

the application of a simple square root transformation (say). Such a

transformation will be unable to deal with that part of the skewness

caused by a large number of zeros, however, and the frequent estimation

of negative rainfalls seems inevitable. The ability of principal

components to improve on a near neighbour scheme for rainfall therefore

seem likely to be severely compromised by its inability to cope with

skewed distributions.
12. Conclusions

The principal component and near neighbour techniques provide similar
standards of quality control with RMS errors of estimates of about 1 deg C
for minimum temperature and 1.2 hours for daily sunshine. For error
frequencies of 1 in 100 the number of queries required to detect 80% of the
errors is 2 and 3 times the number of errors for minimum temperature and sunshine
respectively. Principal components gains over near neighbours as the data become
less well correlated and hence has the advantage of performing better at the more
isolated stations. The near neighbour technique, however, produces the better
‘estimates for new stations for which past data are unavailable. Non-normally
d1str1buted data are responsible for degrading boththe standard of estimates

obtained from prlncipal components and the effectiveness offlagging routines based




| (111) In the estimation of components for new station using BMDPAM,
changing the ridge parameter from 0.9 to 0.5 should reduce residual$
of minimum temperature from 1.8 to 1.5 deg C.

(iv) The current level of tuning of S = 3.25 is geared to economy by
raising queries at a threshold at which observations are just as
likely to be in error as they are to be correct. By generating twice
as many queries as errors, the threshold could be reduced from
3.25 to2.5 deg C, but the potential benefits will probably be lost
through the difficulties experienced by the human scrutineer in
correctly identifying these small errors.

The overall standard of quality control attained by use of the conventional
station network may be considered as adequate for temperature but unsatisfactory
for sunshine. This is a natural consequence of the reduced . network of stations
and greater correlation decay for sunshine compared with temperature. Further
reductions in the network of sunshine stations are planned as a less than
commensurate increase in the number of radiation stations takes placein It is

therefore suggested that satellite data be used as the basis of an operational
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