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] 1% Introduction

This note describes current progress on models designed *o study alter-
native representations of the geostrophiq adjustment process in the atmosphere.
It is an updated version of MRCP 464 (Cullen (1979)) and contains a consider-
able amount of material from the MRCP which only had a limited distribution.
This work is still not at a definitive stage and this note therefore includes
ideas which are not yet validated and are the subject of current research,
as well as ideas which have been more fully worked out.

This work is motivated by the apparent convergence of numerical fore-
casting results with increased resolution and complexity of formulation to a
standard;which is useful but falls well short of expectations from predictability
studies. This is most conveniently illustrated by graphs of rms error growth
(eg Kasahara (1979)) but is also supported by several model intercomparison
studies (Baumhefner and Downey (1978), Cullen et al (1981), Findlater (1980),
Gadd (1980)). These studies show rapid rms error growth in the first 12 hours
of a forecast and marked insensitivity to changes in model formulation. Current
work on developing the new Meteorological 6ffice model has also shown a marked
lack of sensitivity to{the formulation. There are several possible explanations
for this situation. The fundamental limit of prediction may have been reached,
and the predictability studies may not have modelled the error growth correctly.
Alternatively models may be as good as they can be but the initial conditions
are deficient. This is almost certainly true to some extent but it is difficult
to determine whether this explains all the errors. Otherwise there may be
errors in the model formulation. Current experience éuggests that the numerical
solution of the primitive qquations and the representation of physical processes
are not the major course of forecasting errors, except on small scales, once
the resolution reaches the level of the largest Meteorological Office models.

It is therefore worth looking.for deficiencies iﬁ the fcormulation at a more

basic level.



This note proposes and investigates the following explanation for the major

forecast errors. In middle and high latitudes the atmosphere is close to
geostrophic balance. Given an initially geostrophic state, however, advection
by the'geostrophic wind will tend to destroy it and a secondary circulation

has to be set up to maintain it; eg see Hoskins et al (1978). This is achieved
because any departure from geostrophic balance sets up a divergence field which
mutually adjusts the height and wind fields towards quasi-geostrophic balance.
This adjustment mechanism assumes that gravity waves can be set up, a local
excess of pressure not balanced by the Coriolis term will set up an outflow

of air which reduces the excess and simultaneously affects the vertical compoi.ent
of the vorticity field through compression of the vortex filaments. It is
possible to write equations which do not actually describe the gravity waves
explicitly, but their presence is still assumed implicitly.

In middle and high latitudes the atmosphere is rotating rapidly in the sense
that the Rossby number (J/gL_ is less than 1 for synoptic scale features.
Tropospheric motions are also constrained by the pressure of the strongly stably
stratified layer above them, and by the bottom boundary. Under such circumstances
overturning motions tend to be inhibited. Gravity waves are usually only to
be observed in the neighbourhood of strong local discontinuities such as fronts
or jet streams. As in some other fluid problems the motion tends to be smooth
almost everyﬁhere with strong vertical motions andoverturning confined to small
regions and near boundaries. In such regions the Rossby number can be large
and quasi-geostrophic balance will not hold. In the stratospliere, however,
where the flow is less constrained, largescaleAtidal waves are observed.

The primitive equations and filtered equations bbth aésume that the quasi-
geostrophic balance is maintained by the presence of the gravity wave mechanism
on all horizontal and vertical scales. It is found that the resulting mutual
adjustment of wind and height fields is scale dependent in ; particular way

(see next section and Blumen (1972)). If, however, theoverturning motions




involved in adjustment can only take place in restricted regions, then this

scale dependence may not be correct. A trivial example shows how large this
effect could be. Consider a barotropic wave in geostrophic balance. The
vorticity advection will tend to translate it at the Rossby wave speed; but
the height advection will be zero since the wind blows along the contours.
Therefore any speed between zero and the Rossby wave speed can be achieved by
an appropriate adjustment mechanism.

In the next section of the note these ideas are set out mathematically.
Finding an improved way of representing this adjustment is very difficult.

Two approaches are discussed. The first attempts to modify the equations in
the light ot the proposed constraints on the motions. This has not yet been
pursued very far. The second approach is to parametrize the process, in the
same sense as convection and surface exchanges are already parametrized in
models. To do this various gross properties of the adjustment process must be
recognised, some possibilities are discussed.

The third section contains results from a search for empirical relationships
between observed developments and geostrophic advection terms in the equations.
This uses scme relationships from descriptive forecasting rules and is helpful
in constructing parametrization schemes. In the fourth section a particular
scheme is described and results from it are shown. It should be emphasised
that no scheme has yet been found which produces a better forecast than the
normal equations.

2. The mathematical theory of geostrophic adjustment

2.1 The theory for the shallow water equations

As a first example, consider the shallow water equations on an &- plane

in vorticity and divergence form:

A '
SC o %_.V(S-}‘g) + (x +§)D = o

D (1)
i e (:-V':) + V24, wlita 8
('3)-;"; + ‘iv¢ + ¢D - 0

-




Linearise these about a basic state given by
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The zero solution corresponds to the geostrophic solutioﬁ. the other solutions
to gravity waves. In the general case (3), if k‘iu »” ;l . the geostrophic
solution tends to t=hlU | jf '5." » hzi‘o_a\] ktot , it tends

to =0 . This supports the statement in the introduction that by varying



the parameters controlling the mutual adjustment of wind and height fields,

the speed of the meteorological wave can vary between O and U . fhe
scale dependence calculated here shows that for large vertical and small
horizontal scales, ( hfézo large), heights adjust to the winds and vice versa.

2.2 The theory for a two layer model

A full normal mode analysis of a two level primitive equation model is
set out in Foreman (1978), which is hereafter referred to as F . The analysis
in & is carried out in sigma co-ordinates and leads to seven eigensolutions
for a two layer model. The extra solution comes about because there are three
variables controlling the height field, surface pressure and two temperatures;
the geostrophic constraint will relate winds at the two levels to two special
linear combinations of pressure and temperature. There will then be a
redundant mode with no geopotential perturbation at either level. This mode
will be weakly coupled into the system through the advection terms. The analysis
in [ is carried out for various basic state wind éhears and has to be done
numerically. To illustrate the behaviour the case of zero.basic state wind on

} plane is set out here:

Equations 3.4.1 to 3.4.7 of F  with U=0, f=0 Dbecome:
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Since the right hand sides of 5.5,5.6 and 5.7 only involve u| and U,
5.1 and 5.2 can be used to construct three zero solutions for ‘*/k o Writing

the equations in matrix form, the normal mode condition can be reduced to

~Sof v 0 Ri, ki, Ry
1 Po
O 50/14 'L/fuk 0 "Kdl _iz
Pe
4 -0
Au M g ¢ ¢ (6)
Au An O “'/h 0
o/, e/, 0 o %
where we have taken gz 2 '/4 s 3/4 and defined

JO-: ‘/)_IAZ ! i, = ‘/lb\Ss (1\4/3 . 4, = ‘/\4/3‘

L

AN - ~|/§0(%(T“L*Tﬁl) + KTM| 4, ) A

i p
o P I
) ll‘4.§o My = r\\)/

All

¥

IR

| Al G s
Mt ol F T T d) s () i)

)

(6) has two solutions for J' , corresponding to two pairs of gravity
waves with solutions of the form =z th,f—i’__-_ where the E‘- are |
equivalent depths like the §Zo of section 2.1. It is easier to derive
the full solution in the absence of the rotation terms. In this case (6)
reduces to the eigensolution condition for pure gravity waves. Such a solution |
is described for a 5 level model in Hoskins and Simmons (1975). There are
5 equivalent depths, the largest is about 105 mzs"2 and the smallest about‘
nos 2

20 . The eigenfunction associated with the largest equivalent depth is

of constant sign with height, while the others have sﬁccessively more changes
of sign. For the two level case values of §o would be zbout 105 and 10"'
with eigenfunctions roughly like (1,1) and(1l,-1) respectively.

Now consider the case where there is a basic b:tatge wind. In the one level
case vorticity advection implies that a quasi geostrophic disturbance propagates

at a speed U » while height advection Aimplies that it is stationary. 1In

the two level case the inconsistency between the two advection effects is much
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more complicated if the basic state wind has vertical shear. The relative

adjustment of the two fields will depend on whether the imbalances

generated by advection are of the same or opposite signs at the two levels

and which type of grévity wave is generated. In order to obtain a quasi
geostroﬁhic normal mode the divergence must balance the disruptive effect of

the vertical shear as well as maintaining quasi geostrophic balance. It is
found that in the resulting quasi geostrophic modes the divergence is of the
same order of magnitude as the vorticity and that neutral solutions can often
not be obtained for the quasi geostrophic modes but an exponential pair is
obtained. A large number of such solutions are set out in l: . This is
regarded as indicating baroclinic instability of the basic state. It is clear
that the structures of the quasi geostrophic modes are intimately related to the
presence in the equations of terms describing the gravity waves. If these
waves cannot occur in reality except in limited regions, then the nature of the
allowed quasi geostrophic modes will be different from those derived from the
primitive equations. In a forecast using the primitive equations there would
then be an initial period of adjustment while the model extracted the quasi
geostrophic primitive equation normal modes from the initial data. The same
applies if filtered equations are used because these are designed to have the
same quasi geostrophic modes as the primitive equations.

2.3 Example of an alternative mathematical model

In this section a simple experiment is worked out to show how large an
effect a change in the adjustment mechanism can have on aiquasi geostrophic
normal mode and how complex the effect is. It alsb serves to illustrate how
small an amount of information is required to specify the adjustment process,
only two conditions are required in the case illustrated. This suggests that
a parametrization could be constructed by imposing a small number of rules
based on observed atmospheric behaviour.

Consider the two layer model as before but write th; equations as

follows; on an § plane:
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(75 describes the evolution of the geostrophic flow under geostrophic
advection with all the other terms in the equations left undefined. The
geostrophic constraints remove two of the five arbitrary terms.

For illustration we construct the adjustment terms empirically from
two épproximately observed forecasting rules.

i) A+B=0

This states that the vertical mean divergence is approximately zero, since
the main term in A and B is the divergence.

ii) E = e(C + D) (8)

E may depend on horizontal scale but is otherwise constant. This states

that pressure rises in a region of descending air and vice versa.

The main
terms in C and D are the vertical velocity.
The linearised system analogous to (5) then becomes
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Use of the geostrophic condition will reduce the seven normal modes to

three. Since there are only winds at two levels there can only be two
geostrophic modes. There are three variables defining the height fields

s0 that one degree of freedom should be removed from them to obtain the two

. \
geostrophic modes. The results quoted will be for a basic state with °'“4}

4

constant, so that it is reasonable to make the restriction ‘E = 7;

The resulting system will then have two normal modes. There are four unknown
quantities in the equations: A,C,D,E. Three of the four are eliminated

by the geostrophic constraint and specifying ’E = 7; : leaving one as a free

parameter. The difference between this analysis and one of the primitive

equations is that conditions (8) above are used instead of specifying two of the

terms in the equations.

After some algebra the normal mode condition becomes
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To compare these normal modes with neutral quasi geostrophic modes from

the primitive equation analysis, we set
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For ¢:=0 this gives J/I., 2 ~39: Ry € =0 means that

there is no mechanism for baroclinic instability since the coupling through the
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f, field cannot operate.

¢z §ives "/;L = =341 oc ~G. b

The figures for the primitive equation mgdel in F are JnL: 39' 25 and

% ng™ for 277 = 400 kw and 32 3o and 14 ms™ for 2nf, = 1200kn .
A fairly simple calculation shows that (11) has real solutions for all real
values of & , so that even if € depends on k. we cannot obtain unstable
modes for this velocity profile.

It is not worth pursuing this analysis in any more detail since assumptions

(8) were purely illustrative. Assumption (i) is not sufficiently realistic
to allowvsynoptic developments. It is clear that the effects of the assumptions
on the q;asi geostrophic mode are indirect and complex.

2.4 Programme for developing alternative models

While the preceding sections illustrate the potential consequences of
unrealistic representation of the geostrophic adjustment process, they do not
constitute a proof that anything is wrong with it in present models, not do
they indicate what could be done about it. Such a proof would require very
detailed diagnestic studies, which it is ﬁot at all clear how to carry out.

The standard theory is linearised and real atmospheric data is not a single
spherical harmonic. However, work in this direction should be attempted.

The rest of this note assumes that there is something wrong and sets out an
alternative strategy for constructing a forecast model. If better results could
be obtained by doing this it would:furnish an indirect proof that there is a
fault in the adjustment process. These models only attemﬁt to predict the
geostrophic flow. In order to achieve the predicted geostrophic flow a large
end organised ageostrophic circulation is required, it is in no sense neglected.
However, it is not output directly. Some of its characteristics could be
deduced if required.

These models have three Qims. The first ;s to help understanding of

atmospheric dynamics. The effects of changiug the adjustment mechanism on a



forecast could give important clues as to what determines real atmospheric

behaviour. The second aim is to provide more accurate forecasts at the
beginning of an integration. Empirical forecasting rules have used observed
relationships between, for instance, vorticity and thermal advection and
synoptic development. Some of these relaéionships are studied in the next
section. It should always be possibie to ensure that the forecast starts off
in the right direction, that depressions in favoured development areas deepen
and so0 on. In primitive equation models the start of a forecast is often
contaminated by initialisation and ‘'settling~down' problems. By building these
forecasting rules into a parametrization and by localising the effects to avoid
any data errors contaminating the whole area it should be possible to at least:
start in the right direction.

The third aim is to see if, by representing the adjustment process more
realistically, it is possible to prcduce forecasts for longer periods than by
current primitive equation models. It is not at all clear whether this is
possible but it should at least be attempted.

e Comparison of observed changes with terms in the equations of motion

The data used for this part of the stﬁdy is taken froj tapes supplied by
NCAR and is the same as that used for the forecast intercomparison study of
Baumhefner and Downey (1978). Only quantities calculated from the geostrophic
flow are used here, so that only the height fields of the data sets are involved.
The data includes heights of six pressure surfaces on a 2%0 by 2%0 grid.
These were interpolated in the vertical to five layers: 900, 700, 500, 300 and 100 mb.
The geostrophic vortigity was calculated for each of these levels, and this was
then interpolated onfo the quasi-uniform grid used by the finite element models
(Cullen and Hall (1979)). The height fields were then recovered by solving
the reverse balance equation. In loﬁ latitudes an answer was obtained by keeping
§- constant south of 30°N. but the resulting fields have no physical meaning.
The data are available af 12 hour intervalé and the diagrams in this note
cover the 24 hour period from 12 Z on 12 Decerber 1972. An attempt is made to

match difference fields over 12 hour periods with particular terms of the




equations of motion calculated from the data sets at the beginning and end.

These terms will only include the contributions from the geostrophic flow.

The first set of diagramscompares the changes in the vertical mean
geostrophic vorticity with the vertically meaned vorticity advection term.
Figures 1 and 2 show the difference fields of mean vorticity over the two
12 hour periods and figures 3 to 5 the mean vorticity advection at the start,
middle and end of the 24 hours. Thus we compare figure 1 with a mean of
figures 3 and 4 and figure 2 with a mean of figures 4 and S.

It is immediately seen from figures 3 and 4 that the changes in the
advection term over 12 hours are too large for the average of the two fields
to be meaningful. Thus a quantitative comparison is not possible, nor could
it be without increased data coverage in time which is not available. The
dominant wavenumber in the observed difference field is about 15, which is
much higher than the dominant wavenumber in the observed height fields (about
6). Even so, this wavenumbér should be adequately represented by current
large forecasting models. The ECMWF model, for instance, will have 12 grid-
points for this wavelength.

Inspection of the figures shows that, for the smaller features, there seems
to be a close relation between the difference field and an intermediate chart
between the two advection fields. However, such large-scale structure as
there is does not seeﬁ to correspond. This is consistent with the theory
behind the equivalent barotropic model, and with the rough rule that for small
scales (ie h24b by Sl where ¢°is 102 gpm)the vertical mean divergence
is small compared with the maximum divergence. The fields south of 30°N
should be ignored.

The second set of diagrams compares the 900 mb height changes with the mean
vertical motion in the layer 900 to 300 mb. This compgrison would more properly
have been made with the PMSL field but this field was not retained. The mean
vertical motion was calculated from the difference between the temperature

changes at 800, 600 and 400 mb due to thermal advection and those implied by
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differential vorticity advection. The dominant term in the temperature equation

which can balance this difference is the adiabatic term. The difference fields
are shown in figs 6 and 7 and the implied vertical motion fields in figs 8
to 10.

4As with the vorticity advection field, the changes in the implied vertical
motion over 12 hours are too large for a quantitative comparison to be made.
There is a close qualitative match between the implied vertical motion and
the two sets of observed 900 mb changes. The very large scale changes of 900 mb
height do not match, but these may not be realistic in any case because of the
way in which the fields were derived from the reverse balance equation.
There also seem to be differences of magnitude, particularly where the 900 mb
height igcreases over the period. Examples are at SON 60W in fig 6 where the
observed change is much less that that implied by figs 8 and 9 and at 55N 20W
in fig 7 where the observed changes are much greater.

Figs 11 to 13 give the actual 900 mb height charts at the three times.
The position S0ON 60W is anticyclonic and 55N 20W is cyclonic. The diagnostics
shown here are consistent with the idea that the surface pressure changes depend
for their sign on the implied vertical motion but their magnitude depends also
on the local absolute vorticity. The goéd qualitative match suggests also
that the initial data should be good enough to predict whether each anticyclone
or depression should intensify or weaken over the next 12 or 24 hours.

k., Results obtained using a parametrization scheme to represent the adjustment

process

4,1 Principles of construction

The scheme described here is one of many that have been investigated and
should not be regarded as definitive. As discussed in section 2.4, it is
designed to produce at least initiall& correct pressure tendencies and mean
height changes. Success of the scheme in producing a good forecast beyond about
12 hours will depend on a.corfect forecast of s&ch parameters as the mean

vorticity advection. Since this behaves like an -V(\T&) y involving
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four derivatives, it is very much harder to forecast it correctly than to

forecast the height field itself. One would therefore expect a very limited
period of predictability. The situation may not be as bad as this, however.
Any formulation of the equations will imply the existence of particular normal '
modes as discussed in section 2. Cace the forecast field has become dominated
by these modes a fairly stable evolution should follow. The rapid initial
error growth implied by the degradation of the vorticity advection fields
should then level out. However, successful forward integration for more than
a few hours will certainly require conservation of energy and perhaps other
quantities by the parametrization.

The present scheme is to be regarded as a successive approximafion echene.
The diagnostics in section 3 suggest that the vorticity advection is the
driving mechanism for mean vorticity change for wavenumbers above about 10,
The first approximation is purely advective. It uses the mean vorticity
advection to predict the changes, subject to three constraints. The first is
that the propagation of disturbances is twoc dimensional, so that the mean
vorticity advection is used to calculate a steering velocity which is used to
advect the fields at all levels. The second constraint is that the changes should
be locally determined. This avoids making unnecessary errors in areas where
nothing is happening and is consistent with the idea that adjustment is not
carried out by large scale wave motions propagating globally, but by local small
scale processes. The third constraint is that the relative adjustment of
height and wind fields required is energetically consistent.

For the second approximation we use prbpefties of the secondary circulation.
In order to achieve the two dimensional propagation a largé divergence field
is required to compehsate for the differential advection of vorticity in the
vertical. This implies a vertical motion field. The observed correlation
between mean divergence, surface pressure tendencies and-ve;tical motion is
then used to recalculate the surface pressure changes. This is done in such a

way that the fields at all levels propagate at the same speed in non-develoning
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situations. Again, the adjugtments have to be energetically consistent.

This constraint is more complicated to apply now that development is included
and the system advection velocity produced will be different from that
obtained in the first approximation.

4,2 Advective approximation

The starting point for this is the equivalent barotropic model. This
stage of the calculation only attempts tc advect systems rather than develop
them, and equivalent barotropic theory has performed quite well at this.

The vertically integrated vorticity equation is
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Study of this equation shows that the u.V7CS4§) term drives the motion of the
mean vorticity field and the divergence term reduces the speed of very large
scale patterns, where the winds tend to adjust to the heights.
We seek a parametrization for the divergence and vertical advection terms
> which is defined locally, since the physical justificatiod for it is that
adjustment is carried out in small regions of the atmosphere and not by large
v scale waves. This will also remove probably unwanted remote effects. The work
of Lambert and Merilees (1978) indicates that primitive equation models produce
unrealistically large changes in the long waves. The harmonic dials in that
paper show that the real changes are very small.
To achieve locally determined height changes it is necessary to advect
the height fields rather than the wind or vorticity fields. Ctherwise the
geostrophically implied height changes will be nnn;local. The geostrophic wind
cannot advect the height field so an extra component has to be added to it.
In order to calculate this component it is easiest to consider the temperature
changes. If these are not produced by advection they must be produced by
vertical motion, for we are only considering dynamical effécts. It is supposed that
large scale overturning motions are prohibited, so the vertical motions are

restricted in magnitude. The restriction we impose is that the changes produced
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by vertical motion should not be greater than those which would be produced

by a wind perpendicular to the contours of the same magnitude as the mean
winde In order to implement a Lagrangian method we wish to represent the
changes as advection by some wind. We therefore parametrize the vorticity
advection by rotating the mean wind through an angle o{ less than ﬁ/z,
s0 as to imply vorticity changes of the correct magnitude.

The angle of rotation o must be determined by the local value of
m) . This must be converted into a dimensionless angle through which
to rotate the wind w . An increment X to the geostrophic vorticity implies
an increment W-I(SX) to the height field. If the field is a single spherical
harmonic then this increment is ~§X/h1- where k is the total wavenumber.

To get a locally determined increment we calculate a local wavenumber R from

the relationship

X (70 w0k 3 ), - (1) + 4 %) a2
where Kk is the local wavenumber of a field X + Ox  is the grid-length,
X.) is the local value of X and i is the average value at the adjacent
points (five or six on this grid). The particular form (12) is used because
the average ';)(0 B —';)2 is calculated in any case as part of the finite
element algorithm.

To satisfy energy consistency we assume the estimates
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and that the change in kinetic energy implied by X is equal to the change
in available potential energy implied by 5

The kinetic energy density change will be of order
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and the potential energy density change of order S¢ g . f

The consistent estimate for %‘t is therefore
b(LVG) ) =
=2 «W3ah) ). — (14)
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subject to the maximum value of |“||<7¢l = élwl

It is this part of the scheme that requires most further work. Because
most of the adjustment occurs in limited 'shock-~like' regions where energy
can be dissipated into gravity waves, it is possible that the energy constraint
is not the right one to use.

4.3 Numerical implementation of system advection

This scheme is implemented by using a Lagrangian representation of the
height field. The field is defined by marker particles which carry values of
the height at the chosen model levels. For the system advection stage these
height values are held constant and the particle positions moved with the system
velocity “ . This prevents loss of information during the forecast. To
avoid an extremely expensive and inaccurate numerical scheme, the system
velocity is calculated on a fixed Eulerian grid using heights calculated by a
high order interpolation scheme from the five nearest marker particles. The winds
are then interpolated to the marker particle positions and used to move the
particles. The effect of this is to smooth the implied wind field somewhat
but the particle positions need never be interfered with so that the héight
information is retained through the forecast. The only néed to rearrange particles
would be if particles were swept through the boundary. Since the boundary is at
the equator and no serious uttempt is made to predict low latitude systems
it is unlikely that many particles will be lost.

The Euleriar grid used in the experiments is the gquasi regular grid used
for the diagnostic calculations in section 3. All quantitiés are calculated
using the finite element algorithms from Cullen and Hall (1979). The method is

expensive, (3(1“1) for N particles, because of the need to find the nearect
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five marker particles to each point of the fixed grid. Some such expense is

unavoidable if the particles are never re-interpolated and can move in a
completely general way. There is scope for developing more efficient search
algorithms.

4,5 Results using system advection

12 and 24 hour forecasts of surface pressure and 900-500 mb'thicknéss are
¢ shown in figs 14-15 and figs 21-22. Actual values for the initial time 2nd the
two forecast times are shown in figs 11 to 13 and 18 to 20. Implied surface
pressure values are deduced from the 900 mb heights, which are carried by the
model, using the same algorithm for forecast and verificaticn fields. Verifi-
cation is difficult because only the advective terms have so far been included
and it is difficult to distinguish changes due to system advection from changes
due to development.
The surface pressure 12 hour forecast moves the pressure systems in the
right direction but too rapidly in most cases. No changes in central pressure
: can be predicted by this part of the scheme so it is difficult to evaluate
the forecast of the rapidly developing systems. Ly 24 hours the excessive
movement is serious between 150°W and 150°E at 60°N.

The thickness forecast should be a more reliable guide to the performance
of this part of the scheme since the second approximation changes the surface
pressure forecast more- than the thickness. However no changes due to physical
effects will be forecast.

The changes between 60°E and 60°W are mostly correctly forecast except that
excessive changes are produced near 3o°w 60°N. By 24 hours the changes between 150
énd 180w afe also excessive. Elsewhere the phases of most features are correct and the
amplitudes much closer to reality than might be expected from a purely advective
scheme.

It is probably unwise‘to conclude too much from an assessment of only
R part of the scheme. However, most of the thickness changes have been correctly

forecast and it is therefore reasonable to move to a second approximation which



uses a different means of predicting surface pressure but similar techniques

for predicting thickness.

4.6 Representation of the development terms

This part of the parametrization is based on the observation that surface
pressure rises in regions of descending air and vice versa. The vertical
velocity can be deduced from the advective part of the parametrizstion by
comparing the temperature change produced by the system advection with that
produced by thermal advection. The mathematics of this is set out in Hoskins

et al (1978). Assume that
0 -
A,.S i Z L. O IR
ok i (15)
where the L. are the implied pressure vertical velocities, 4& is the 1000 mb
geopotential and the «;, are to be determined. The mathematical analysis
shows that (15) will predict the changes in 4)5 due to advection as well as
to development. This is because . VT = - u.. V4, _ if the surface and
thermal winds Ug and W, are geostrophic. Therefore the «; can be

determined by requiring that (15) reduces to

I

ol R

e U i
in non-developing situations. As in section 4.3 we must now write out the
equations of the approximation and ensure energy consistency. The required

non-development condition can then be imposed. First of all consider the

simplified primitive equations in the form

o3

=5 u.V(I+§.\ + LY =0 e (16)
d (9 7( %¢ i .
5[(34{‘) . “'\(5}) eR 228 (17)
(&S e d,Q-D- 2 0 (18)
ok

D= Zpw, 5 (19)

where the overbar is a vertical mean, W is related to the vertical motion,

the F; depend on pressure and ¢$ is the geopotential at 1000 mb. Many
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terms have been neglected, and (19) is a weighted integral of the continuity

equation. The feature of the primitive equations which ensures a balanced
conversion between potential and kinetic energy is retained because of the
relation between 5 and w and the form of the divergence term in the
vorticity equation. As in section 4.3 we form a local approximation to (16)
using a local wavenumber kR to convert vorticity increments to height

increments. Thus

o;i-:' - %(uW[\S*g)) —-g'}“ﬁ = 0

(20)
(F-d4) » 4wu(od —
(.\L'. =5 + L . _a_f) + dw = O (21)
o 5
xb  + D =0 (22)

(21) is a weighted mean of (17) over the levels, the weights are selected
s0 that the time derivative term takes the form shown. To calculate the ;

and to define the weights in the continuity relationship (19) consider the case

where the thermal gradient is parallel at all levels so that

od
uv—& = us-\_/%% (23)

In this case the second term of (21) must become U V(q‘:-%) . This is
equal to ~ (C—us)-vtis T - Vd;s « If we suppose a non-developing

situation to be defined by (23) and . (T =) o0 ~, then (22)

ols

must become

-Q-¢S + &-Vd -0

and o 4(05-. @ Vg, and ,[.:,;%5 L e el

equality thus defines the weights in (19), and so in general we car write

)
o

Ly e O o4 N
0‘:(‘/ 4‘5) olu.\7(_a~r) + 4;05 (o)




In a simple case the relationship dw = 4;03 is consistent with the standard

continuity equation D= C)“’/.()f, .

Define w. \7(34}&— )

W

A, & u'V(M/or)E R . These are both known
quantities.

Then from (20) and (22)
S(0-4) - B0 (H +4)3 - 0

and from (24)

'&(T'd's) + g + 4/05 =0
giving A
2 (f-4) - HB-fMe) (25)
24, + $/n2
RS L L (26)
2¢° ¥ P/kz

To implement the scheme we use (25) to calculate a steering velocity @«
such that

&G4 = R (3-4) (27)

subject to &l s 1&-al

The restriction on overturning is thus enforced the same way as in section
: \ -
4.3, The tendency dd’s/ok is then equal to °/(k(¢—¢$) which is
Qi = 3¢
&_(q‘.-‘bs) + aLu.V( /df)

The numerical representation of this tendency is chosen to be consistent
with that of the advective terms. Consider a point P on the fixed grid. The
advection of the height fields by the velocity U will give a tendency S‘cf;
at 4 calculated by interpolation from the nearest marker particles. The
advection stage is then repeated using each W; in turn in order to calculate

a‘.-\—/(df‘.‘.-{- ) . To avoid unnecessary expense the same five marker

i



particles are used to determine the temperature tendency at P as were used

in the main advective step. This also gives greater consistency between

u“.\7 (d'(-‘ - d;‘) and 4'4\V(du‘._‘~ »c\ so that their difference is more
accurate. These differences are proportional to the implied vertical motion

and 843 is calculated from them. The difference 843 ~ Sd@f

at P is then the development term at P . The field of S¢s‘ 94, on the
fixed grid is then interpolated to the marker particles ard used to increment
their values of d) at all levels. The temperature fields are therefore not
modified at this stage. Some smoothing of the developments will result.

4,7 Forecast results using the development term

The 12 and 24 hour forecasts of surface pressure ané 900-500 mb thickness
are shown in figs 16-17 and 23%-24. The 12 hour surface pressure forecast now
captures most of the developments not present in the purely advective versicn.
The forecast at 55N 30W and 4ON 70W for instance is much better. Detailed
checking of central pressures, however, shows that the changes are only correctly
forecast in about half the cases. The errors mostly take the form of excessive
changes to the initial values and production of too much small-scale detail,
for instance over the Atlantic. However, the model is reluctant to get rid of
features, for instance the depression at 65N 10W. There is a problem at the
North Pole due to technical difficulties in constructing a consistent scheme there.

At 24 hours the reluctance to weaken features has led to serious errors.

By this time the purely advective forecast in fig 15 is more realistic. It was
found during other experiments that even attainment of results as good as fig 17
required use of the energy argument of the preﬁious section.

The thickness forecasts are similar to those produced by the advective
scheme as expected. .The excessive distortions produced at 12 hours near 60N
30W and at 24 hours near 50N 160F are reduced in this forecast. The amplitude
of the developing ridge at 70W is also better forecast espe;ially at 24 hours.

However, there are other errors which are common to both.
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These results suggest that the representation of surface pressure changes

used here is able to improve the 12 hour forecast substantially as compared
to a purely advective prediction. However, after this time the results diverge.
This is probably not surprising at the current state of development of the
scheme.
Se Discussion

The diagnostic results in section 3 suggest that available data sets
contain sufficient information to make a qualitative prediction of the develop-
ment of systems within the next 12 hours in most cases. There are some cases,
perhaps 20 percent of the systems, where the information would have been mis-
leading. The experiments described in section 4 can be regarded as an attempt
to convert this into a quantitative forecasting tool. Viewed in this way the
results show some promise at 12 hours, but very little at 24 hours. In order
to improve the 24 hour forecast some more information must be included in the
scheme. This will certainly include physical effects. However, the results
indicate a tendency to amnplify features of the wrong scale and structure and
suggest that a more selective representation of the development process is
required. The representation in a conventional model is more selective, and
this explains why reasonable results can be obtained for long integrations. It
is necessary to make the parametrized model more selective while enforcing the
extra constraints which it is postulated are not enforced in the primitive equation
models. This in particular includes the restriction of overturning motions.
Future development will have to include deriving appropriate consistency require-
ments from the primitive equations and applying them to the parametrized model
in a similar way to the use of the energy constraint applied in section 4.6.
The result will be a'constrained for@ of the primitive equations, which is what
is desired. It is difficult to see how this aim can be achieved by directly
modifying the values of vertical velocity in the primitive equations because

the model then departs unrealistically from geostrophic balance.
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List of figures

Fig 1 Difference field of the vertical mean geostrophic vorticity, 00Z
13.12.72 minus 127 12.12.72. Negative values are shaded.

Fig 2 As fig 1, 12Z 13.12.72 minus 00Z 13.12.72.

Fig 3 . Vertical mean advection of geostrophic vorticity by the geostrophic

wind at 122 12.12.72. Implied negative vorticity tendencics are shaded.

Fig &4 As fig % at 00Z 13.12.72.
Fig 5 As fig 4 at 122 13.12.72.
Fig 6 Difference field of surface pressure 00Z 13.12.72 minus 127 12.12.72.

Negative values are shaded.

Fig 7 As fig 6, 122 13.12.72 minus 00Z 13.12.72.

Fig 8 Vertical motion between 900 and 300 mb implied by'vertical difference
of vorticity advection minus Laplac_ian of thermal advection at 12Z 12.12.72.
Upward motion shaded.

Fig 9 As fig 8 for 00Z 13.12.72.

Fig 10 As fig 9 for 122 13.12.72.

Fig 11 Surface pressure field at 122 12.12.72.

Fig 12  Contour interval 4 mb at 00Z 13.12.72.

Fig 13 As fig 11 at 127 13.12.72.

Fig 14 As fig 11 12 hour surface pressure forecast valid 00Z 13.12.72 using
advective terms only.

Fig 15 As fig 14, 24 hour forecast valid 12Z 13.12.72.

Fig 16 12 hour forecast as fig 14 using development terms also.

Fig 17 24 hour forecast as fig 16.

Fig 18 900-500 mb thickness field at 12Z 12.12.72. Contour interval 6 dm.

Fig 19 As fig 18 at 002 13.12.72. A

Fig 20 As fig 18 at 12Z 13.12.72.

Fig 21 12 hour 900 to 500 mb thickness forecast valid QOZ'13.12.72 using

advective terms only.
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List of figures continued

Fig 22 24 hour forecast as fig 21.
Fig 23 12 hour forecast as fig 21 using development terms also,

. Fig 24 24 hour forecast as fig 23.
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