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SATELLITE RETRIEVALS OF THICKNESS: A STATISTICAL METHOD FOR PREDICTING RETRIEVAL
ERROR AND ITS APPLICATION TO THE QFIIMAL POSITIONING OF S.8.U. WEIGHTING FUNCTIONS

I.S. COOK

Intreduction

This memorsndum is in two parts. The first of these is concerned with the
prediction of thicknes= retrieval error using a sample of rocketsonde temperature
profiles. It is assumed that thickness would be retrieved from a set of measured
rediances via a linear regression eguation with suitsble coefficients. Now, the
najor source of retrieval error lies in the ambiguity of the informatiom received
by the radiometer, i.e., in the range of possible thickness values consistent with
a given set of radiances. By expressing thickness in terms of equivalent radiance
end computing, for every profile in the sample, (a) the equivalent radiance and
(b) & set of simulated “measured" radiances, & covariance matrix of both (a) @nd (b)
redisnces csn be constructed. After a simple correction for instrumentsl noise,
the inverse form of this metrix will yield values for the set of linear regression
coefficients and for the standard error of estimate of equivalent radiance. From
the latter, a representative value for the SEE of thickness can be derived.

Part II of the memorandum is concerned with the application of this method
to a specific problem, viz: whether an adjustment to the planned separations of
the SSU weighting functions would lead to & reduction in the expected retrieval
errors of pressure surface contour heights. It was assumed that these contours
would be obteined by adding retrieved thicknesses to conventionally derived low-
level contours. As regards the positioning of weighting functicas, there is a
danger that different criteria of optimisation could lead to different conclusions,
and the choice of any particular criterion is bound to be somewhat arbitrary.
Nevertheless, the critericn used in the investigation was felt to be sufficiently
close to real conditions for the conclusions drawn to carry obne weight.




PART I: DERIVATION OF THE STANDARD ERROR OF ESTIMATE OF RETRIEVED THICKHRESS

Sources of retrieval error

The linear regression eguation relating themost probable value of en atmospheric

thickness to a set of satellite radiometer measurements is:

[{®) - 1(§) = ; A, (R, = R)) (M
ese, Z > S
i=14n
where © = thickness
£7(e) = an equivalent radiance representing © , and

a unique function of ©
n = number of radiometer channels
Ri = the ith measured radiance

Ai = the ith regression coefficient

Bars denote mean vaiues from a statistical sample representing the population fo
which the hypothetical sounding above belongs. (The population might include
soundings made over the entire atmoasphere, but is more likely to be confined to
a certain latitude band end season). The sample is also used to compute the
regression coefficients, the criterion bging that, given Ri cscce Rn, the estimate
for £{8) is the most probable value.

The difference between the "retrieved" estimate of £(©) and its actual value
(in the atmosphere) is the retrieval error. The main sources of retrievel error

are as follows:

(a) Owing, for example, to inadequate size, or to the injudicious eelection
of profiles in it, the sample chosen to represent a given population is not
eccurately representative, so that the regression coefficients are in error.
Alternatively, the chosen population may itself be too heterogenecus for a
"single set of regression coefficients to suffice. Although this problem
has yet to be investigated in detail, the coefficients are not in fact thought
to be critically dependent on latitude and season, so that this source of
retrieval error is not regarded as a serious limitation.

(b) The actual relation between f(©) and the radiances contains a degree
of non-linesrity, so that a complete description of it would require cross-
product and squared terms,etc. In practice however, if a population is
confined to a limited range of latitude, snd to a particular season, the
deviation from mean conditiona is emall enough for the linear approximation
to remsin valid for a majority of soundings.

(¢) Each of the radisnce values processed by the instrument is susceptible
to random noise of known variance.
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(d) The estimate of £(0) derived from equation 1 (above) represents the most

probable value, i.e. the value for which the probability function (of £(6)

given the radiances) is a maximum. Centred on this maximum probability value
is a renre of less probable values, giving rise to an error of estimate that
represents the most important source of retrieval error. The measurements
mads by the radiometer thus contain an inherent smbiguity es regards
interpretation in terms of f£{®). This ambiguity is a limitation of satellite
sounding systemswhich cannot be bypassed. The stendard error of estimate
(SEE) for £(@), which (&8s shown below) can be computed from a sample of
profiles, represents the limit of accuracy with which £(@) can be retrieved

using a satellite radiometer.

when instrumental noise (see (c) above) is aleo taken into account; the
SEE for £(®) is a useful criterion for judging the expected overall performance
of a radiometer generally, and (more specifically) for optimising instrvmental
parameters such as the position of weighting function pesks (see part II).

Devistion of the SEE of thickness from a sample of temperature profiles

Consider kj?imple of (rocketsonde) temperature profiles from a distinct
latitude bend and season, From each profile is derived, using appropriate
weighting functions, the set of n radiances which would be measured by & satellite
radiometer directly overhead, instrumental noise being ignored for the time being.
Aiso derived in each case is the thickness of a given aimospheric slab. In order
to reduce the non-linearity in the relationship between radiances and thickness,
the thickness is expressed in terms of the Planck function of mean slab temperature
(PFMST). The FPFMST is a unique function of thickness, has dimensions of radiance,
and from this stage is treated as a supplementary (n + 1)th radiance R,. The
sample as & whole is now used to construct a radiance covariance metrix of order

(n+1) by (n+1).

Now the estimate of the covariance CEJ' between radiances i and j is given by:
Cigy=Cyy = 1 E (B, - ii)(nja -ﬁj) (2)
§ 2 s=1, S

wvhere S = number of profiles in sample
Ria = the ith radiance in the sth profile
R = sample mean of ith radiances
At this point, the correction for instrumental noise is made by adding an
(n + 1) by (n + 1) noise covariance matrix to the radiance covariance matrix.
Now the noise components of different channels are uncorrelated (because the noise
is random), so that the noise covariance matrix is diagonal and consists only
of the noise vq;iances for each channel. Thus the noise correction leaves

unaffected all #he inter-channel radiance covariances, and modifies only the




radiance varisnces. It should be noted that only the simulated satellite
radisnces are susceptible to instrumental ncise; the noise corresponding to
the PFMST "chennel" is zero, and the variance of R, is unchanged by the correction,

The noisy-radiance covariance matrix, which is of order (n + 1) by (n + 1),

thus contains the covariences of the n noisy radiances and the supplementary R,.
For the sske of clarity, n will be given the value three from this stage.

Consider now a satellite radiometer sounding a temperature profile which
belongs to the same population as the esmple used to derive the noisy-radisnce
covariance matrix. The output of the radiometer coneistn of a set of three noisy-
radiances, R1 82 and R3° The meximum probability estimate of R, for the profile

is found, together with the stsndard error of estimate, as follows:

Firetly, let r, = R, = E‘
By B =By where i}'ﬁé ﬁs and R, sre sample mesns
r, = R3 = R
3 B
R‘ = R‘ - R.

Fow, the probebility demsity function P(r,' r, Ty r,) for Ty T, Fzend 1,

as variasbles is given by:

=2 36 P(r INVERSE ~ + constant
€ o 1 %5 r r,)= [r,‘ MOISYo r;
RADIANCE (3a)
COVARIANCH|
MATRIX Fx

Let the inverse noisy-radiance covariance matrix be denoted by K, so that

Kij is the clement in row i and column j. K is symmetrical, so that Kij = Kji'

s ’ - 1 P
log o P (ryryryr)=|r, r,ry vy [Kqq Koq K & 4
K21 ng 32 Klo2 r2 + constant
By Baa By DOES @
' 1 Buz Fuz Kynf | 7of

If the given values of r 1% and x-3 are substituted into P(r1 r, x'3 rds

an expression for P(r./x'.1 r, r3). the probability density of r, given r, r, and Ty
L
can be found from Bayes' thecrem:

P(r, | ry T, Ty )= P(r r, I3 r,)/P(r'r1 rzr})w-‘

S 108 P(r./r 2 1‘3) 108 (r T ¥y 7 LI conatant (r 13 tho only nriable)

80 that:-2 1o P(r /r r, - i
g, 5 Ty )= Ty r] B K21‘ Ky 1(4,I r + constant (3"-)
K.k P ¢ X
21
wvhen the given values of ’ x} 1;2 K32 xl‘a r2
ry T, and ry are substituted.’ Kz,: £ 42 K::z r? 1
P (i W




! fHultiplying out eqn.3c, and incorporating all terms not involving r, into the

“constant”, gives the variation of P(r./rq r» r3) with rg

=2l eP(r*lr,r,r:,)-.:K o+ Q(k,r,q-K.nrut r)r*»:-Con.st. (%)
49 "« 9 373

Compare equation 4 with the equation for a (one-dimensional) Gaussian
distribution of a function x with standard deviation & centred at x

kS
-2 Lnj‘l'a(x-xo) = E_C—i - 2-?:—_;2‘ + constant (5)

Clearly, equation 4 represents a Gaussian distribution of standard deviation

'//,?4‘4‘\ centred at:

PR .. [P Koz p, - Kaa (6
K44 Kaa K4

Compare equation 6 with equation 1. The lineer regression coefficients
for the maximum probability estimate of r, are given by:

,t\. :-'S‘J..L whers :-'-',‘7 (7a)
‘ IKaq

The standerd deviation of the distribution (in equation 4) is the steandard
error of estimate for r,. It is independent of the actual values of r, o
b
and r}. and can thus be derived from the noisy-radiance covariance matrix (as

can the regression coefficients).

This method can eaaily be generalised to the case of an n chennel radiometer.
Writing m = n + 1, the regression coefficient for the ith radiance will be:

Kne '
Ai Ao /KMM (7v)
and the SEE of r, will be:
. SEE = '//F (8)
LYY

It ehould be noted that although r, has the same dimensions as Tar To
and r3. the method described above for determining its SEE does not require
that this be the case. A dimensionless form of equatior 3 exists with the inverse
noisy-radiance cﬁrrelation matrix (instead of the covariance matrix), and
statistical t-values of the radiances (instead of the radiances themselves).

For a detailed description of the application of probability theory to
satellite sounding techniques, see Rodgers (1969).

i For practical purposes, it is helpful to represeat the standard error of
estimate in terms of actual thickness retrieval error in decametres. This is
the best criterion for deciding whether, for instance, a realistic high-level
pressure surface contour height can be obteined by adding a retrieved thickness
to a known low-level contour, In addition, even with the SEE of mean slab
temperature constant, the SEE of thickness increases proportionately with slab
depth, and this dependence is an important limitation es regards the retrieval
of very "deep" slabs (see equation 10a).




The thickness ©, in dm, of an atmospheric slab of depth n levels (on the
Oxford pressure level system) is given by:

© = 0.586026. n. T (9)

wvhere T is the mean slab temperature, in K.

Thus, the SEE of thickness, &3. is related to a corresponding error in mean

tempersture 8T by:

6 = 0.586026 4 nbT (10a)
In terms of the SEE of the PFMST, & R , this becomes:
= 0.586026 An(é'l; ) &R (10b)

where R/ is the maximum

probability estimate of R,

Thus there is in fsct no single value of Y:) corresponding to a given value
of SR* because of the dependence on AT/a-R , but a representative value for
¥

© can be derived by setting <\'JL‘/AR to its sample mean, Now, to a close
¥

(‘I)i\'(éj) (11
\R T ok,

where "ﬁ_ is the sample mean

approximation:

which gives:

$§6 =2 0.586026. (é‘_r) . 8R
0.586026.4n AR*K‘* X (10¢)
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gL PART II: OPTIMISATION OF THE POSITIONS OF THE SSU CHANNELS

Introduction

When the Tiros N Stratospheric Sounder Unit (SSU) becomes operational, one

possible use for it will be the provision of thickness retrievals of atmespheric
slabs with lower surfaces in the lower stratosphere (50 mb was the pressure level
used in the initial anslysis) and upper surfaces in the region from 20 mb to 1 mb.
From this information, contour heights of high-level pressure surfaces can De
found by adding the retrieved thickness to low-level contours obtained by

conventional means.

- A statistical method was described in part I, which, when given a ret of
radiometer weighting functions, can predict for any almospheric slab the standard
error of estimate (SEE) of retrieved thickness. If this is done for a series of
slabs with fixed lower surface and variable upper surface, then, provided that
errors in the low-level contour are assumed small in comparison with the retrieval
errors, the SEE of slab thickness can be identified with the SEE of contour height,

and a profile of contour height SEE values obtained.

It is proposed to use the shape of the atmospheric profile of contour height
SEE (2s defined above) as a criterion for optimising the positions of the SSU
weighting functions.

It was assumed throughout the investigation that additional radiances from the
top two BSU (Basic Sounder Unit) channels, (labelled 'D' and 'E') would be available.
Neither of these is affected by the presence of high cloud, but peaking as they co
at about 40 mb and 60 mb respectively, both provide additional information in the
regions of interest.

The SSU channels, here labelled 'A', 'B', and 'C', peak at around 1.5 mb,

4 mb, and 15 mb respectively.

The analyses were initially carried out using a sample of 75 temperature
profiles (derived from rocket sondes) belonging to the Winter 50-70 deg population.
This population represents a ''worst case" because of its variability. As a check, a
second set of analyses was carried out using a sample from the tropics.

Results: Initial Anslyses (50 mb)
Fig 1 shows for the winter 50-70 and tropical samples the effect on the

(nominal) contour height SEE profile of excluding each SSU channel in turn.

The continuous curve represents the contour height SEE profile derived from the
five nominal channels (radiances from the two BSU channels have been included in

E every derivation). The absolute SEE has a dependence on slab depth (see equ 10c),

so that it tends towards zero as the pressure surface tends towards level 16.




-

(& &)

In terms of the effect on the nominal profile of its exclusion, channel C
would appear tc make the most important contribution in the region of interest
(20mb to 1mb). The largest discrepancy occurs at around level 28.

Below level 36, the exclusion of channel A has negligible effect on the con-

tour height SEE values. The choi of 50mb as the common atmospheric slab base,
nd the limiting of the investigation to levels below 40 has effectively excluded
the areas where channel A would be expected to make its main contribution to
thickness retrievals.

)

In Fig 2., the SSU weighting functions have been "shifted" up and down in order

)

to determine the effect on the nominal profile of changes in the separztion between

adjacent weighting function pezks. The function plotted against contcur height in

each of these diagrems is the deterioration (increazse) in SEE relative to the
nominal profile (continucus curves in Fig 1). See the appendix for details of the
"shifting' technique, and for the derivation of instrumental noise variances for the
various weighting functions,

The two temperature profile semples (winter 50-70 deg, and tropical) are highly
dissimilar. The tropical sample analyses were carried out in order to check that
the qualitative effects of the weighting functian shifts were not over-influenced t
the choice of sample. In fact, a satisfactory degree of consistency between the two
samples is apparent in the results from fig 2.%

In general, the best correlation of a slab thickness (in terms of equivalent
radiznce) with a given radiance occurs when its geometric mesn pressure coincides
with the "centre of gravity" of the weighting function. In the case of channel C,
which peaks at approximately 15mb, upper surfaces at about 4.5mb will be favoured
(with - lower surface at 50mb), and this is why the exclusion of channel C has
such a pronounced effect on the SEE at about this level. This principle alsc applies
when the radiance in question is actually a weighted mean of several real radiances,
as is the case when a series of measured radiances is combined in a linear regression
equation. Slabs other than those with maximum correlation with one of the '"real"
radiances will usually correlate well with an interpolated radiance of this kind,
provided that there is a good degree of overlap between adjacent weigﬁting functions.
Optimisation of channel positions for a range of slabs depends on a compromise
(which need not be particularly severe) between two conflicting requirements as

follows:

1. the weighting functions must be sufficiently widely spaced to cover the

required range.

o '1~¢ &u~e&r¥°uutb iw tue predicted SEE ocwe ko tie use sf f4s~Es 9QMTLA C575’ pﬂ¥;hﬁ
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2. the weighting functions must overlap sufficiently for interpolated radiances

to correlate well with their corresponding slabs.

It is unlikely that slabs with OGM pressure of less than about 2mb (eg the
10-0.5mb thickness) will be retrieved. As far as thickness retirievals are concernecd
then, the highest weighting function need not peak higher than level 32 (channel A
in fact peaks at level 33%). With the highest BSU channel peaking at zbout level 13,
the separation between the SSU channels ought not tc be less than L.5 levels. The
object of the graphs in Fig 2 is to determine, for each of the three "gaps'" C/BSU,
B/C. and A/B, the optimum separation between the weighting function peaks when this
limitation is taken into account. Since the BSU channels are fixed, this effectively
determines the optimum positions of the ‘S5U channels,

As each gap is adjusted, so the other gaps are maintained at their nominal
values. For example, as the gap between the weighting function peaks of channels
B and C is given values of +4, +2, -2 and -4 levels relative to the nominal sepa-
ration of 6} levels, so the separations between (1) channeltk% and o yand (2) channels
A and B are held constznt. Effectively this means that while chennel C, and the BSU
channels, are fixed, channels A and B are moved up and down together, and the
optimum separation between channels B and C can be determined from observed changes
in the contour height SEE profile. A similar argument applies to the other gaps.

It is clear from Fig 2a that a reduction of 2 levels in the separation between
channel C and the BSU channels, leads to an imporvement in the SEE profile at around
level 23 of 0.6dm,at the expense of a deterioration of similar magnitude at higher
levels. (This pattern is also apparent, though not so pronounced, in the tropical
profile of Fig 2b). The nominal separation appears to be quite satisfactory; none
of the other curves shows an overall improvement upon it. The +2 curve shows a
serious deterioration of 2.4dm (max), and is unsatisfactory. Note that, since
channel A (together with channel B) is being shifted up and down with channel C,
there are changes in the coverage above the channel A peak which affect the SEE
profile at levels beyond the regions of interest.

Fig 2c shows that a reduction of 2 levels in the separation between channels B
and C leads to a slight overall improvement of O.3dm (max). The nominal separation
again appears to be quite satisfactory (relative to the best that can be achieved),
and only the +4 curve shows a prominent deterioration. This result is qualitatively
confirmed by Fig 24 (tropical). o

Fig 1 showed that the exclusion of channel A has almost no effect at all on the
controu height SEE profile below about level 36 (0.9mb). Hence it is not surpfising




that changes in the separation between channels A-and B have very little influence

below this level.
Results with & 10mb base

Fig 3 shows the contour height SEE profiles (as defined in the introduction)
with the lower surfaces of the atmospheric slabs at level 24 (70.2mbj}. The SEE
between 5Smb and 2mb is actually grezter than the corresponding errors for bases at
50mb (Fig 1) and 100mb (Fig 5). However, for the 1mb.pressure surface, there is =
clear advantage in the use of 10mb as the slab base {(lower surface). The exclusion
of chrnnel B now makes the greatest impact on the oversll SEE, with chaznnel C of
comparitively minor :rimportance. Surprisingly, the exclusion of channel A is once
again of significance only above level 36.

Fig 4a shows that an improvement of 1.4dm (max) czn be obtained by spacing
channels B and C closer together. At the levels where the 10mb base ''comes into
its own" (approximately between levels 35 and 39), the advantage of the -2 curve is
slight. The +2 curve shows a serious deterioration at all levels below 40, so that
the nominal spacing between the two channels must be regarded as a maximum.

Fig lbc shows that a slight improvement between levels 35 and 39 could be
obtained by spacing channels A and B closer together; this would be at the expense
of a rapid tail off abowe level 39 due to lack of coverage above the topmost channel.

Results with a 100mb base

Fig 5 shows the contour height SEE profiles with the lower surfaces of the
atmospheric slabs at level 12.5 (101.6mb). The results are broadly similar to those
in Fig 1 (50mb base) although, surprisingly, retrievals in the 10mb to 2mb region are
slightly improved. An analysis along similar lines to that displayed in Fig 2

yielded very similar results.

Conclusion

If the retrieval of contour heights (as defined in the introduction) between
20mb and 1mb is accepted as a suitable criterion, then the following conclusions
can be drawn:

Channel A in its nominal position makes almost no contribution to retreivals
below level 36 (0.9mb). It might be more useful if it were lowered by 2-4 levels,
though improvements gained would be at the expense of retrievals in the region
0.5mb to 1.0mb.

The nominal separations between (1) channel C and the BSU channels, and (2)
channels B and C, are satisfactory, but should not be increased. Some impravement
could be gained by lowering channel B by around 2 levels.

Fig 7 shows the changes in the SEE profile (relative to the nominal profiles)




which occur when channel A is lowered by 3 levels and channel B by 2 levels. The

resulting profiles should be close to the best that can be achieved, but they still

represent only a slight improvement*(mostly less than 0.5dm) on the nominal profiles.

13 puwes
IESES RARAE Sum,

8
Iea e 8¢
shrfeit

1T
13

+i :
TMPROVEMENT  DETERIORATION

qu 1

Reference
C D Rodgers: 'Remote Scunding of the Atmospheric Temperature Profile in the Presence
of Cloud"
Clarendon Lab. Memo No 69. 3. December 1969

# UK He exceplion of stabs arowd 10-3 wh, Glidl shew o aote
b epeaagil a1 e Gl e




Lid

STANDARD ERROR OF ESTIMATE OF CONTOUR HEIGHT (SEE TEXT) AS A FUNCTION

-

Seo A3

]
C»
=
A

EL: SEQUENTIAL EXCLUSION OF 85U CHANNELS - WINTER 50 TO 70

OF PRESSURE LIEV

3

-
e SRR

+
5 8

T e

e fertefete

-

) R R
NAE

g 5 55 B if 0

NAEL X

A

11

13l

o

A

e

AN 3

el ek I albbins )

3

14l

13

AT AURSSEVN]

AS A FUNCTION

TEXT)

OF CONTOUR HEIGHT (SEE

ESTIMATE
SE

STANDARD..ERROR OF

S - TROPICAL

INEL

AT

XCLUSION OF SSU CH

QUENTTIAL E

SSURE LEVEL

»ow
Al

OF

¥
" A&
3 i
o % s LT
&1 TABIN 3% 7
41 Llomd il .
+ . 7 b2 -
2254 B agat A Tl
[o ! & i 5.
= T T :
ot 508 s o
o 3 4. g s
bee X LT hs
S isseil a3e t H 1) ko
Epet . 1} < . =1 2 oo
s y=s ek - vl £ .-:-
: Tt 233 3
3 ; g iz
+ {320% 1 : :
. ; oe cen «.WH [T FmEvy
e 2 iTasa goe 1 : o4 Ra s
g i Fregh s 3484 -
b= T T sv E1.
: T3 ;! 1 :
- b 3+
B Eht 3 15
- - -
H s : T
s + 3 ez [+
: me
r N" ! 3 29 sosag Revie o g SRS pis
: : - 333823 &
+ 1 3 TTIEE
+ 2238 3 ee 14 A 5T
4 T+ i e RuBas g
o4 s %3 22889 ig kB; I S et St -f [0S o
- e s 2 sda il - 4% e
H "m S R i ] HEE
3 333oF a205) SRans i v ‘- oY
+
m pEew. + > i
R8s as0s :
o [TESS 228t +
1 9¥uEs soond T 2
Bl Satesitens banas et : 4 £
v - - ++ .. -
1 - . .
%9 s 73 3 g2cd Frow) PN
b2, {3793 35v 3 $hana 3% 5. 4 457 133 =
i - o
7 7y rew) e pAwwnon bt
+ The : {2 sesss cSasd bt e
rne SRTYTIRLS § 2834 13 3 ja
yog Tzzaaias
3. o s
.- 8
5
bre s
pas &
98 &1
we Y3
A..mv
e FRY SRS TR -
Hide a3 23527 S sl S
=Y jadpdacy Sognadsucs yizsn
purn pat PR BOUDE SERRS 34 7
firl wap o E23 85
1 { ¥ 2551 %
pes) + :

tHET

4
!

(o3 o

RSy

2 2SR

R

~

B

beass

b Spuns

j g
1T

il

+ o

u..

-

Soest beses
hart

o

2%

3
RS DRSS

oL
S

SERREs
2838s

i -
v |

o




ERIGRATION 1N "ConTour WRCHT' SEE VALUES AS FALH INTER

.D S

- CHANNEL
s

e
L SH 3

EeRes 2o e

WINTER %/‘)o

-A.: _-.

X
i

H

4 § 5
el
AN

el

n.
i

Tt

Lo

vs
b
'.’Zj,"‘

o
it
!fﬂ

b
T

v

-t

REE

K

GAP A/R

.l‘[\.‘l.ll‘l‘tll.‘l.‘llb

e

hbe

.

4

TReIC

tht i

o3

2

=

1L

Lt

.
IS

<!

PP i g
P ALY IR T RN e
o : IR E :

$1:8 Y

Fok

NOMINAL

LS

B caii Bse B35
DN limyi o0

-

iOn/\

i - (;
12

ETER
kil
CHANNE

-
®
8

e
I

4

TIASE = 50 M3

|

'S ALTERED .

SETER TARATION -
HELATHE! To il

N TORN

TRoPICAL

q 2D

ACRAT I ON

S

E.-p
-

CAP C/BSU WINTER &0 To 70

R . - —— - - i s

AP
+4
LVLS

| GAP A/

=

qu 26

erd

H o
TeSomd

TREPICAL

ok

i

i

GAP "?SIC;: NNTER 5577 Jo




)

'L

MEPRES)

vame -3 e
530 9 188 LAY 4

ECA

R s S ety o

y g

& esTimaTE (D

e ,!.IF.(N."a u-&a

&

i
e
L)

ER S BR
Doead e

T e

;"x‘_ ™M P)AL

s
rEdasasy

iq I |
ROR oF ESTIMATE (1

+

v,‘.

Rty
: st 1 B

@
<
: 4 n“
TR it :
1 5 2
o8 2 st (ol
Mw 1a o
= 2§t =%F
=3 <
E r
—Q @2 oW ;
ol Fo i
¢
’ C 84
g :
{51 8% 2
i i 1 : .
Baess 22 B
on,\ s ;
- S :
iy 45 1 T (e 3
K SRR :
; :
< .ylwmr_.zi b

- ,W
o o~




“QE-:'E—rthA‘ﬂou N CONTOLR HE—vc;H'r“ S,EE VALUES AS FALH
" INTER- CHANNGL SEPARATION IN TURN 'S ALTERED,
TASE 2 10 MR ( oxFeRDN PRESSORE LEvEL 24)

A 4A Fig 42
NomiNAL POStTiIONS
C oPL 2%
B oft 28%
A ofe 33%
vominAL G AP
/¢ €% LEVELS
3 AId S LEvELs
= SEPARATIONS RELATIV:
# “; To NomINAL GAPT!
4 ‘\}*E : R N N +4
=+ by - - "'z
L .,_' 2 --—-—.-- -:
SR e e =1

Al

© LINTER §0-T6  TRoPICAL




B s 8 gu

PRasY yBu

s

Teryecie
[GESs A

ey

¥ seuya aane!

st teRets

rhbbEetr s

>SEE (DM)

-

EREES
ASASs

>

e

3

-
38 (0 314

&

4

&t

Bt

1

.
s

i

2154 0t

$45

&

i

1t

o

5id

(<1

4

baa

s RaRes

1

53

Ted

e

H LD X
T3 v s

e o id

ey

Tt

S HHT




APPENDIX

Derivation of Intermediate and Extrapolated Weighting Functions

OPL WF
o | This table shows the positions (interms of OPLs) of the pe
;g her, of the weighting functions used in the analysis. A, B and C
377 represent the nominal weighting functions for the Tiros N S3U instru-
22 AeD ment. The A and B weighting function pezks are separated by 5 levels.
?4 A while those corresponding to B and C are separated by 63 levels.
;g A-1 The shapes of the weighting functions are broadly though nst
1 31 g:g exactly similar. Intermediate (and ex‘trapolated) weighting functions
| 28 B+ are derived by "borrowing' the shape of. the nearest nominal weighting
28 B function (A, B or C) and offsetting it by the appropriate
gg B-2 number of levels. Errors arising out of this method are not thought
25 to be serious at least as far as levels higher than level 16 (5C.Lmb)
;; . are concerned.
22 C The table belcw shows the optimum weighting function to be used
?3 Cep when one of the nominal WFs is required to be shifted by a given amount.
19 The weighting function (B-3) was not available, so (B-2) approximates
18|64 a +4 level shift of C.
Shift A B C
1 +4 A+h A-1 B-2
+2 A+2 B+2 C+2
% 0 A B c
-2 A-2 B-2 C-2
-k B+1 C+24 C-k 3

The distinctive property of the SSU is its sensitivity to temperature at high
levels in the atmosphere. This is achieved by using in addition to conventional
IR filters a set of pressure modulated cells (PMCs), cells containing CO2 the
pressure of which is modulated by an oscillating piston.

The measured SSU radiances are expected to contain random noise of rms value:

0.2
aw

radiance units e
RV taldlfe™ se cu")

Aw is the equivalent bandwidth of the apprOprlate
PMC in wavenumbers per cm.

- 4w is roughly proportional to (\pc, the amplitude of the pressure modulation.

This in turn is related to the cell pressure p, by the depth of modulation m.

.



The atmospheric pressure at the weighting function peak, Py is approximately

proporticnal to P+
If m is constant, then

AW o P
FAMS woi TR X '/pq
woiSe VAN Gance B¢ '/P:‘

Thus the increase in noise variance due to a shift in a weighting function

by An levels is given by

Increase in noise variance = exp (0.44n) ¥

This is a realistic approximation as far as channels A and B are concerned,
and has been used to derive noise variance values for all "intermediate'" weighting
functions from (A+4) down to (B-=2).

The modulation depth of the PMC corresponding to channel C is limited to 18%
by the input power needed to drive the piston. The noise variance for channel C
is only a small proportion of the radiance variznce (0.2% for the winter 50-700
sample; 1.7% for the "worst case' tropical sample) and only a rough estimate for it
is required. It has been assumed that for a downward shift (increase in cell
pressure) the power input would be maintained so that m could be increased. In

these circumstances, the effective bandwidth, 2nd hence the noise variance, would

ny

not be expected to vary a great deal from its nominal value, and a figure of 0.12 RU
has been used for the noise variance of all "intermediate'" weighting functions
from (C+2%) down to (C-4). :

The noise variances of BSU channels D and E are 0.20 and 0.03 R02 respectively.

== CHANNEL o=
Parameter A B C Units
Avw | 0.4 1.0 2.0 oy
rms noise 17512057 0.35 RU
noise variance 3.06 | 0.49 0.12 RU2
P, y B, 4,0 15.0 mb (approx)
P, 10 35 100 | mb
. m 0% | 28% 18%
: Ap, | 30 }i9.0 2ka85 | mn

Nominal values of SSU parameters,

£l

¥ Sivee He pM.QS'Q-Q o lLued n, p. = 103.24§ ur-o.z(ﬂ"') ub
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